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Language

• Language

• Syntax (Wolfgang Menzel)
• Meaning (Carola Eshenbah)
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• ... is an extremely omplex phenomenon,but seemingly easy to learn

• ... is ruled by regularities, but full of exeptions
• ... is fairly stable, but extremely �exible

• universal means to ommuniate arbitrary ontent
• adaptation to the needs and apabilities of thehearer/speaker

• establishes soial ohesion
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Language ...... is studied from di�erent perspetives

• language aquisition
• language learning
• grammar
• soial behaviour

• language hange

• human language proessing

• omputational proessing

• ...

→ di�erent researh goals, di�erent researh methodologies
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Language ...... is studied on di�erent levels of analysis

• phonetis: How to pronoune words?

• phonology: How to distinguish meaning?

• morphology: How to produe (new) words and word forms?

• syntax: How to ombine word forms into sentenes?

• lexial semantis: How to establish the meaning of words?

• ompositional semantis: How to establish the meaning ofa sentene?

• disourse: How sentenes are ombined into text ordialogue?

• pragmatis: What's the ommuniative funtion of anutterane in a spei� ontext: speaker and hearer,situation, ...?

• ...

→ abstration and simpli�ation is neessaryCarola Eshenbah, Christopher Habel, Wolfgang Menzel Language 5
Is language speial?

• yes, beause there is no other speies
• whih developed a similar omplex and universal system ofommuniation and
• whih an learn our language to the same degree ofpro�ieny

• no, beause
• it seems to work on the same kind of neural substrate asother ognitive faulties do
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• natural language proessing by mahines falls way short of thehuman model with respet to

• overage

• learnability, adaptability

• robustness

• Cognitive modelling

• might help to overome some of these de�ienies
• is essential for deep proessing of natural language
• even with a strong fous on appliations

• What do humans do when they understand / interpret/ produe an utterane?
• What kind of proessing apabilities of theirommuniation partners do humans expet?Carola Eshenbah, Christopher Habel, Wolfgang Menzel Language 7

Language
• Language
• Syntax (Wolfgang Menzel)

• Meaning (Carola Eshenbah)
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Syntax

• Why syntax?

• Representations

• Grammars

• Parsing

• Preferenes
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Why syntax?

• Syntax as a linguist's darling.
• Semantis as the poor sister of syntax.
• Why is this so?
• looking for meaning but �nding strutures

• easy aess to empirial data
• more regularities: high potential for general desriptions
• models better sale up
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• What's the di�erene between a natural and an arti�iallanguage?

• Why natural languages an be learned by humans, but arti�ialones an't?

• by any hild / in a surprisingly short time
• How do humans proess natural language?

• almost e�ortless / in real time / in a highly robust manner
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Di�erent perspetivesThe linguist's perspetive (ont.)

• What's the interplay between di�erent aspets of language inorder to failitate ommuniation?

• lexion / morphology / syntax / semantis / pragmatis

• spei�ally: how syntax mediates between form andmeaning
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Di�erent perspetivesThe omputer sientist's perspetive:language understanding (and prodution) systems

• How to make a mahine ...... to understand natural language ontent... to express ontent by means of natural language

• Whih other useful tasks an be aomplished without atually�understanding� language?

• hyphenation

• spell heking

• text-to-speeh synthesis

• grammar heking

• ...Carola Eshenbah, Christopher Habel, Wolfgang Menzel Language 13
Di�erent perspetivesThe omputer sientist's perspetive (ont.)

• If ontent aess is the goal: is syntax really neessary?
• Shank: Coneptual dependeny
• bag-of-words approahes

• but: ignoring syntax is no solution either
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• ommon misoneption:syntax is (only) about the orretness of utteranes
• but: heking for orretness is only one partiularly importantempirial tehnique

• syntax is ...... about the (underlying) strutures... the interfae to semantis
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Why syntax?

• syntax failitates language understanding

• key to any ambitious natural language appliation

• e.g. argument assignment: who does what to whom?

• English: ordering, on�gurational languageThe mansubjet bought his wifeindiret objet a bookdiret objet.

• German: (semi-)free word order language (srambling)

→ arguments are distinguished by means of aseDer Mannnom kaufte seiner Fraugen,dat ein Buhnom,a.Seiner Fraugen,dat kaufte der Mannnom ein Buhnom,a.Ein Buhnom,a kaufte der Mannnom seiner Fraugen,dat.Der Mannnom kaufte ein Buhnom,a seiner Fraugen,dat....Carola Eshenbah, Christopher Habel, Wolfgang Menzel Language 16



Why syntax?

• e.g. negation: what's possibly negated?The man did not buy his wife a book.The man did not buy his wife a book.The man did not buy his wife a book.The man did not buy his wife a book.

• e.g. pronouns: what's a potential andidate for referene?Johni annot begin, before hei arrives.Before hei arrives, Johni annot begin.Before Johni arrives, hei annot begin.*Hei annot begin, before Johni arrives.
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Why syntax?

• immediate appliations

• dialogue systems

• ontent extration from text
• mahine translation
• report generation

• other syntax driven appliations
• language modelling: prediting the next word

• problem: long-range dependenies
→ strutured language models

• quality assessment
• grammar heking
• language tutoringCarola Eshenbah, Christopher Habel, Wolfgang Menzel Language 18Why syntax?

• example: disambiguation for text-to-speeh synthesisThe girls will read the paper.The girls have read the paper.Will the girls read the paper?Have any men of good will read the paper?Have the exeutors of the will read the paper?Have the girls who will be away next week read the paper?Please have the girls read the paper.Have the girls read the paper? Jakendo� & LSACarola Eshenbah, Christopher Habel, Wolfgang Menzel Language 19
A entral questionIs (human) language proessing rule driven (generi) or instane /example based?

• Do we parse or do we remember?

• Do we generate or do we reprodue?
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The problem

• instane-based proessing annot explain language learning andinnovative use of language

• but:there are many non-produtive idiorasies: idioms, metaphoriuse, et.:to ath a oldto reah for a star

• language prodution is habitual: stereotypial utteranesyou are welomeladies and gentlemen

• outright exeptionsI enjoyed this meeting, said he.That's a real problem, believe you me.Carola Eshenbah, Christopher Habel, Wolfgang Menzel Language 21
Did you know?I sometimes read a book.Sometimes I read a book.I rarely read a book.Rarely do I read a book.I always read a book.*Always ... .

Carola Eshenbah, Christopher Habel, Wolfgang Menzel Language 22The problemQ: What's the most important English rule?A: Almost every rule is about 90% valid.from Kenneth Beare at about.omEnglish as a 2nd language
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The problem

• language proessing is a mixture of rule driven andinstane-based proedures
• .f. transfer-based translation vs. example-based translation

• The engineer's onern:

• How to ombine these approahes?

• What's the proper balane between them?
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Language: Syntax

• Why syntax?

• Syntati Representations

• Grammars

• Parsing

• Preferenes
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Representations

• The poor man's syntax: shallow strutures
• part-of-speeh tags: noun, auxiliary, full verb, adjetiveThe girls willAUX read the paper.HaveAUX any men of good willN read the paper?
• syntati segments: hunksWill [NP the girls℄ read the paper?Have [NP the exeutors℄ [PP of the will℄ read the paper?
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• full syntati desriptions are (at least) hierarhial strutures(trees)[S Have [NP the girls[S who [VP will be away [NP next week℄℄℄℄[VP read [NPthe paper?℄℄℄[S Please [VPhave [NP the girls℄℄ [VP read [NP the paper℄℄℄℄℄.[S Have [NP the girls℄ [VP read [NP the paper?℄℄℄
• two di�erent approahes for syntati representations:

• phrase struture grammars
• dependeny grammars

• emphasize di�erent aspets of syntax
• an partly be transformed into eah otherCarola Eshenbah, Christopher Habel, Wolfgang Menzel Language 27

Phrase struture grammars
• typed, reursive grouping of word formsSNP VPD N V NP NPD N D NThe man bought his wife a book

• empirial basis

• distributional analysis

• substitution of partial trees

• partiularly suited for on�gurational languages (�xed wordorder)Carola Eshenbah, Christopher Habel, Wolfgang Menzel Language 28



Dependeny grammars

• funtional perspetive: modi�ation of words by others withrespet to a partiular syntati funtion (Subjet, Objet, ...)

The man bought his wife a bookDET SUBJ DETIOBJ DETDOBJ

• easy mapping to the semanti level: themati roles

• partiularly suited for non-on�gurational (free word order)languages

• slavoni languages, German, Duth, Japanese, ...

• regularly strutured and �nite spae of partial strutures

• well suited for some mahine learning approahes andonstraint satisfation proedures

• allows to model non-projetive (not properly nested) struturesCarola Eshenbah, Christopher Habel, Wolfgang Menzel Language 29
Treebanks

• huge olletions of real-life sentenes
• manually/semi-automatially annotated with tree strutures
• many di�erent annotation onventions

• kind of strutures: phrase vs. dependeny struture
• braketing: projetive vs. non-projetive
• theoretial assumptions: X-bar-theory, DP-modelling,teto-grammatial strutures, ...)
• depth: deeply nested vs. shallow strutures (e.g. ompoundwords, phrases)
• granularity of POS tags
• granularity of labels
• use of empty nodes

• used for training and testing of NLP systemsCarola Eshenbah, Christopher Habel, Wolfgang Menzel Language 30X-bar-theory

• Jakendo� (1979)

• universal tree pattern whih ...... restrits the spae of possible strutural desriptions... presumably underlies all languages of the world... re�ets the human language faulty... is meant to explain, why every human hild an learn anarbitrary human language
• strong type restritions: phrasal/lexial nodes
• allows a loal desription of various syntati phenomena:government, projetion, agreement, ...
• requires movement operations

→ not well suited for mahine learning approahes
→ not used in treebank annotationsCarola Eshenbah, Christopher Habel, Wolfgang Menzel Language 31

X-bar-theory XP = X2spei�er X1adjunt X1X1 adjuntomplement X0 omplementheadCarola Eshenbah, Christopher Habel, Wolfgang Menzel Language 32



X-bar-theory IPNP I1D N1 I0 VPN0 V1 PPV0 NP P0 NPD N1 D N1N0 N0The man has bought a book at the ornerCarola Eshenbah, Christopher Habel, Wolfgang Menzel Language 33
DP-modelling

• radial appliation of the X-bar restritions to the NPDPD1NP D0 NPD N1 N1N0 N0the man the manCarola Eshenbah, Christopher Habel, Wolfgang Menzel Language 34Language: Syntax

• Why syntax?

• Representations

• Grammars

• Parsing

• Preferenes
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Grammars
• generative approahes:

• rules are used as building bloks to onstrut trees

• rules an be extrated from the tree annotationS → NP VPVP → V NPVP → VP PPNP → D N...N → bookN → manD → the...

• → ontext-free grammar (CFG, Chomsky 1953)

• rules an be interpreted as rewrite possibilitiesCarola Eshenbah, Christopher Habel, Wolfgang Menzel Language 36



Grammars

• X-bar onstraints would redue the number of possiblerule-types onsiderably:XP → SpeX X1X1 → X YPX1 → YP XX1 → X0X1 → X0 YPX1 → X0 YP ZP

• ... but require the additional movement operator
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Grammars

• �ner grained modelling: uni�ation-based approahes
• additional features + uni�ation requirementsS → NP[Per,Num℄ VP[Per,Num℄VP[Per,Num℄ → V[Per,Num,Case℄ NP[Case,X,Y℄NP[Case,Num,Gen℄ → D[Case,Num,Gen℄ N[Case,Num,Gen℄...

• omplex ategories: reursively embedded feature strutures
→ potentially in�nitely many
→ not well suited for mahine learning approahes

• uni�ation an be used to onstrut arbitrary struturaldesriptions: parse trees, semanti forms, ...Carola Eshenbah, Christopher Habel, Wolfgang Menzel Language 38Grammars

• major drawbak of rule-(and uni�ation)-based grammars:usually fairly low overage even for large grammars
• typial examples for German

• partial Parser (Waushkuhn 1996)
• 56.5% on newspaper text

• Gepard: based on a uni�ation grammar (Langer 2001):
• 33.51% on newspaper text
• up to 66% on testsuites (better lexial overage,shorter and less ambiguous sentenes)
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Grammars

• an alternative: onstraint-based approahes

• onstraint is a very general notion

• one needs to distinguish: onstraints over ...

• ... omplex feature strutures

→ onstraint-based formalisms:

• formalism for logial dedution

• e.g. head-driven phrase-struture grammar (HPSG)

• ... elements of a dependeny struture

→ onstraint grammars:

• formalism for onstraint satisfation

• e.g. (weighted) onstraint dependeny grammar(CDG, WCDG, ...)Carola Eshenbah, Christopher Habel, Wolfgang Menzel Language 40



Language: Syntax

• Why syntax?

• Representations

• Grammars

• Parsing

• Preferenes
Carola Eshenbah, Christopher Habel, Wolfgang Menzel Language 41

Parsing

• given a sentene (sequene of word forms and interpuntionsymbols)

• determine one or possibly several parse trees
• problem: ambiguityHe bought the book with his wife.
• loal ambiguity: alternative rules an be applied to the samedataVP → V NPHe bought the book with his wife.VP → VP PPHe bought the book with his wife.
• global ambiguity: several strutures for a senteneCarola Eshenbah, Christopher Habel, Wolfgang Menzel Language 42Parsing strategies

• rules an be applied in two di�erent ways:

• replae the left-hand side of a rule with its right-hand side:top down

• replae the right-hand side of a rule with its left-hand side:bottom up

• alternatives an be onsidered in a di�erent order
• all in parallel: breadth-�rst
• one at a time: depth-�rst

• the sentene an be proessed
• left-to-right

• right-to-leftCarola Eshenbah, Christopher Habel, Wolfgang Menzel Language 43
Parsinghighly simpli�ed example: top-down, depth-�rst, left-to-rightSNP VPD N VP baktrakingPersP VPhe VPV NPbought NPD Nthe Nbook baktrakingNP PPD N PPthe N PPbook PPP NPwith NPD Nhis Nwife baktrakingVP PP...he bought the book with his wifeCarola Eshenbah, Christopher Habel, Wolfgang Menzel Language 44



Parsing

• non-deterministi algorithm: hoie points available

• naive approahes require exponential e�ort

• reuse of partial strutures: ubi e�ort

→ hart parsing

• serious problem: broad overage grammars lead to highlyambiguous output
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Parsing

• Hinter dem Betrug werden die gleihen Täter vermutet, diewährend der vergangenen Tage in Griehenland gefälshteBanknoten in Umlauf brahten.
• two uni�ation-based parser for German:

• Paragram (Kuhn and Rohrer 1997):
• LFG-grammar
• 92 readings

• Gepard (Langer 2001)):
• speial uni�ation-based grammar
• 220 readings
• average ambiguity on newspaper text: 78 readings(average sentene length 11.43 words)

• extrem ase: 6.4875 · 1022 readings for another Germansentene (Blok 1995)Carola Eshenbah, Christopher Habel, Wolfgang Menzel Language 46Parsing

• What went wrong?

• Writing a grammar is struggeling against Zipfean Law
• roughly: the probability of an item is inversely proportionalto its rank

• holds for almost all language phenomena: phones, lexialitems, rules

• there are few items whih are frequent, but very manywhih are rare

• modeling the �rst 90% is easy, but athing the rest beomesinreasingly di�ult
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Parsing
• for parsing a sentene, several rules need to be applied,probably inluding rare ones, whih have not been modelled yet

→ low overage
• inreasing the overage, means writing more rules

• more rules will inrease the degree of loal ambiguity

→ more global ambiguity
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Parsing

• the alternative perspetive:onstraint grammars for dependeny models

• instead of using generative rewrite rules ...

• ... onstraints on the wellformedness of struturaldesriptions are spei�ed

• all strutures are admitted unless expliitly ruled out

• default reasoning: the last remaining struture survives

• full overage: the parser never fails!

• but: usually no full disambiguation an be ahieved
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Language: Syntax

• Why syntax?

• Representations
• Grammars
• Parsing
• Preferenes
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• ontext-free grammars are based on a �rst order axiomatisation
• enumeration of solutions is possible ...

• ... but no omparison of solutions

• no ranking of hypotheses aording to plausibility available
• no seletion among the potential readings of a sentene an beperformed

• solution: de�nition of a weighting sheme over rules/onstraints
• two di�erent approahes

• Optimality theory
• Weighted onstraint dependeny grammar
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Optimality theory

• Prine and Smolensky (1993)
• grammar with a ontext-free bakbone

• onstraints are ...
• ... loal within a rule

• ... ordered aording to their relative strength in ahierarhy
• laim:

• ontext-free bakbone and onstraints are universal

• ranking is language spei� and needs to be learned

• the grammar assigns the struture whih only violates the leastimportant onstraints

• parsing beomes an optimization problem

→ full disambiguation

• but: no broad overage models available so farCarola Eshenbah, Christopher Habel, Wolfgang Menzel Language 52



Weighted onstraint dependeny grammar

• Menzel 1995, Shröder (2001), Foth (2005)

• no generative omponent at all

• onstraints on admissible dependeny strutures

• onstraints are weighted

• weights are ombined multipliatively

• heuristi deision proedures try to determine the optimalstrutural desription
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Transformation-based parsing
Der Mann besihtigt den Marktplatzdetdobjsubj detdobjsubj detdobjsubj detdobjsubjdetdobjsubj detdobjsubj detdobjsubj

detdobj subj detdobjsubj
detdobjsubj

det det det detMarktplatzdet det det detMarktplatzdet det detMarktplatzdet subj detdet subj detdobj
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• onstraints are used to inlude preditions of externalomponents

• tagger, hunker, supertagger, PP-attaher, attahmentpreditor

• results (strutural/labelled auray):
• WCDG with tagger only: 89.7% / 87.9%
• WCDG with full set of preditors 92.5% / 91.1%
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Preferenes

• an preferenes be learned from data?

• di�erent lasses of mahine learning approahes:1. prediting the struture vs. prediting the parser ations2. generative vs. disriminative learning
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Generative models

• learning: estimation of probability distributions

• deiding on the maximum posterior probabilityargmaxt p(t|s)
• posterior probability annot be estimated diretly

• reformulation asp(t|s) =

p(t)p(s|t)p(s)
• task: �nding the optimal preditor for the input

• well suited for phrase-struture grammarsCarola Eshenbah, Christopher Habel, Wolfgang Menzel Language 57
Generative models

• simplest ase: treebank grammars
• extrat the rules from a treebank
• estimate their probability p(lhs → rhs|lhs)

• fairly poor results (Charniak 1996)
• sentenes up to max. 40 word forms:
• labelled reall = 80.4%, labelled preision = 78.8%

• What went wrong?1. treebank grammars generalize poorly
• the treebank is far too small
• Penn-treebank: relatively �at strutures
• 40000 sentenes → 10605 rules
• 3943 ourring only one in the orpus!Carola Eshenbah, Christopher Habel, Wolfgang Menzel Language 58Generative models2. rule-probabilities do not apture the relevant information

• rule appliation probability also depends on lexialrelationships

→ lexialized probabilities (Charniak 2000, Collins 1999))p(lhs → rhs|lhs, head(rhs))p(lhs → rhs|lhs, head(rhs), head(mother(rhs)))...

• results (labelled reall / preision, Charniak 2000):
• sentenes (l ≤ 40 words): 91.0% / 91.0%
• all sentenes: 89.6% / 89.5%

• to ompare with a treebank grammar:
• sentenes (l ≤ 40 words): 80.4% / 78.8%Carola Eshenbah, Christopher Habel, Wolfgang Menzel Language 59

Disriminative models
• diretly approximating p(t|s) without a generative model

• �nding the optimal lass boundary or funtion approximation

• learning: modifying a high-dimensional funtion to optimallyapproximate the target

• examples: neural networks, support vetor mahines
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Disriminative models

• appliation to dependeny parsing:MST-parser (MDonald 2006)

• on-line learning of a weighting funtion for loal dependenyhypotheses

• maximum spanning tree-searh (O(n2)) based on loal sores

• transformation-based searh based for higher orderdependenies

• best parser on the CoNLL 2006 shared task:

• 91.5% strutural auray for English

• 90.4% / 87.3% strutural / labelled auray for German

• Can we do even better?Carola Eshenbah, Christopher Habel, Wolfgang Menzel Language 61
Disriminative models

• repliation of the experiments with another annotation standardfor German

• almost the same results:
• 90.5% / 87.5% without interpuntion
• 91.9% / 89.3% with interpuntion

• ombination with WCDG as another preditor(results with interpuntion) without MST with MSTWCDG + tagger 89.7% / 87.9% 93.0% / 91.8%WCDG + all preditors 92.5% / 91.1% 93.9% / 92.6%Carola Eshenbah, Christopher Habel, Wolfgang Menzel Language 62Summary

• syntax is an important fator of human language omprehension
• syntati strutures are important for many NLP appliations
• loal ambiguity in broad overage grammars make 1st-orderaxiomatizations intratable

• preferential reasoning is required to rank hypotheses aordingto plausibility

• parsing beomes an optimization problem
• rule-based and trained empirial knowledge an be ombinedsuessfully
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Outlook

• Are we hitting the eiling?
• What's next?
• human language ommuniation is situated

• environment
• bakground knowledge

• intentionsHe ate the sandwih with his wife.

• more semantis?

• more world knowledge?

• better user models?

• better mahine learning tehniques?

• higher-level inferene tehniques?Carola Eshenbah, Christopher Habel, Wolfgang Menzel Language 64


