
GWV – Grundlagen der Wissensverarbeitung
Tutorial 9 : Hidden Markov Models

A Part-of-Speech(PoS) tagger is a program that assigns word classes (i.e. PoS) to words
of a text. For example, for the input

The dog barked

the corresponding output should be the following1:

The\DET dog\NN barked\VBD

As always, you can find the relevant data at our wiki. The data we use will be one word
per line, with each line consisting of word [tab] PoS-tag.

Let

Wordi be the variable denoting the ith Word

Tagi be the variable denoting the PoS-tag for the ith word

Exercise 1.1 : (A simple PoS-Tagger)

of

12

Write a PoS tagger that uses a model where the probability distribution of Wordi only
depends on the state of Tagi and Tagi only depends on Tagi−1. The tagger model (i.e.
the transition and emission probabilies) should be trained from the file provided in the
wiki. (4 Pt.)

Create a function that takes a list of words (possibly from the command line) and uses
filtering to produce a corresponding list of PoS tags. (2 Pt.)

Make sure that your tagger can cope with input that includes words that are not in the
training data. (2 Pt.)

Implement either the forward-backward algorithm to output several PoS tags per word or
the viterbi algorithm to output the most probable tag sequence. (4 Pt.)
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1The tags for this example are explained here: http://www.comp.leeds.ac.uk/amalgam/tagsets/

upenn.html
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