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Prosodic Boundaries in Adjunct Attachment
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Five studies explored the processing of ambiguous sentendeilifie maintained that the CEO lied when the in-
vestigation started/at the start of the investigatifime central question was why particular prosodic boundaries have
the effects they do. A written questionnaire provided baseline preferences and suggested that clausatlaeljuncts (
the investigation start@deceive more high attachments than nonclausal adjuatdise(start of the investigatipn
Four auditory studies manipulated the prosodic boundary before the adjunct clause and the prosodic boundary b
tween the matrix clause and its complement. They disconfirm every version of an account where only the local bound
ary before the adjunct is important, whether the account is based on the acoustic magnitude of the boundary or i
phonological type (an intermediate boundary characterized by the presence of a phrase accent vs. an intonation
phrase boundary characterized by both a phrase accent and a boundary tone). Instead the results support use of
global prosodic context, especially the relative size of the local boundary and the distant boermangcademic Press

Key Wordsprosody; sentence comprehension; syntactic ambiguity; auditory language.

It is clear that prosodic boundaries can bias 6ed (low attachment). We will demonstrate that
disambiguate the interpretations of many corthe placement of prosodic boundaries in an ut
stituent structure ambiguities in spoken larterance of (1) can affect its interpretation anc
guage (Carroll & Slowiaczek, 1987; Kjelgaarcattempt to determine why particular prosodic
& Speer, 1999; Lehiste, 1973; Price, Ostendorhoundaries have the effects they do. Does th
Shattuck-Hufnagel, & Fong, 1991; Warrenacoustic magnitude of a boundary determine it
Grabe, & Nolan, 1995, for example). Consideeffectiveness? Or does the phonological cate
the ambiguity we will focus on in the presengory to which it belongs govern its role? Do
paper, the ambiguity between high and low attonsyntactic factors, such as the length or syn
tachment of the final prepositional phrase (PRactic complexity of phrases, shape the effec

in sentences like (1): of a prosodic boundary? Finally, is the relation
1. Martin maintained that the CEO lied whemmong the prosodic boundaries in an utteranc
the investigation started. (arguably even the full prosodic description) the

The PPwhen the investigation startethn critical factor?
modify eithermaintained(high attachment) or In order to be explicit in our arguments, we
assume the syntactic structures shown in (2) an
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2) S_ tional phrase boundaries, which are relatively
s PP large, affected the interpretation of several type:
T T of ambiguous sentences, while smaller phras
NP VP P s i ; i
| PG | N bo_undarl_es (called intermediate phrase_ bounc
Martin Vv CP  when NP VP aries) did not usually carry such an impact.
o T o Specifically, they stated that “relatively larger
maintained C S_the investigation started break indices tended to mean that syntactic attacl
| / ™~ H (1]
that NP VP ment was higher rather than lower” (p. 2963). Ap-
) ‘c | plying their analysis to our (1), the presence o
the CEO  lied an intonational phrase boundary before the ac
3) S junct in (1) is clearly predicted to favor its high
T .
NP VP attachment. Predictions are less clear concerr
T ing the effect of an intermediate phrase bound
Martn v P ary. Given the conclusion of Price et al. that there
maintained G \S is a “tendency to associate relatively larger pro
! sodic phrase breaks with larger syntactic breaks
that S e ;
a//\ /‘f,P\ (p. 2966) the prediction seems to be that an intel
NP VP P s mediate phrase boundary should result in fewe
‘ ‘ f AN high attachments than an intonational phras
the CEO  led when NP VP

boundary.

An alternative to this suggestion is that the
sheer acoustic size of a prosodic boundary is a
which phrases initially treated as separate céumally what matters, not its phonological type. Ex-
easily be combined later but a string of wordisting accounts of the effects of prosodic bound
treated as a single phrase cannot (without disrugries interpret differences between prosodi
tion) later be split apart. They claimed that Aoundaries in terms of differences in phonologi-
major intonation boundary is introduced as acal category rather than sheer acoustic size. Bl
unknown lexical item into the lexical streamthe sheer acoustic size hypothesis is consiste
causing the parser to terminate the current conith at least some of the evidence that Price et a
stituent and treat it as complete. In the absenpeesent and is an alternative we examine below.
of such a boundary, new phrases are syntacti-Kjelgaard and Speer (1999) presented evi
cally combined with preceding phrases into “dence that the placement of either an intona
single chunk that . . . may not be broken up latetional or an intermediate prosodic boundary
(p. 483). Applied to our example (1Martin affects the comprehension of temporarily am-
maintained that the CEO lied when the investbiguous late closure sentences (cf. Frazier &
gation started Marcus and Hindle's analysisRayner, 1982). They demonstrated that the af
predicts that the absence of a major prosodicopriate occurrence of either type of prosodic
boundary before the PP would encourage a ldwoundary eliminated the usual difficulty with
attachment interpretation. The parser is likely teentences that violated the normal late closur
combine the PP as part of the current S and int@reference. In addition, a baseline condition tha
pret it as modifying the lowest verlied. Con- lacked all relevant boundaries exhibited a late
versely, the presence of a major prosodic boundosure advantage, and cross-splicing sentenct
ary before the PP would at least delay a lowe reverse the prosodic phrasing and make it in
attachment interpretation, allowing a high attaclappropriate inhibited comprehension. Their datz
ment interpretation to be chosen on the basis thfus suggest that an intermediate boundary i
other factors. sufficient to bias interpretation in sentences like

Price et al. (1991) studied the effects of prdl) that we are investigating.
sodic boundaries in a variety of sentence types,Important early work by Nespor and Vogel
finding that the presence or absence of inton@983, 1986) approached the question of the

the investigation started
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relation between prosody and syntax quite distituent of the clause currently being processec
ferently, asking what sentences of the languadfeen a boundary is appropriate for the high at
canbe disambiguated prosodically. They essettachment case (2) but not for the low attachmer
tially proposed that a string of words including @ase (3). In this case, an intonational phras
lexical head (a noun, verb, or adjective) togethdsoundary should disambiguate the sentence:
with the words on its nonrecursive side (the leflowever, a different understanding of this pro-
side if the head’s complements occur on thgosal or use of their 1986 statement (see foo
right, or the right side if its complements are onote 1) would permit an intonational phrase
its left) is organized into a phonological phrasboundary in either (2) or (3), and the possibility
(which we take to be equivalent to what we havef disambiguation would be eliminated.

called an intermediate phrase). Intermediate Nespor and Vogel’s account allows speaker:
phrases are in turn organized into intonation& combine intermediate phrases into larger one
phrases by combining as many intermediaend combine intonational phrases or split then
phrases as possible into a single intonationapart, for various reasons (though the effects o
phrase up to the end of the maximal projectiathis optionality on comprehension are not fully
of a noun or to the beginning of another clatiseexplored). Kjelgaard and Speer (1999) also rec
They suggested that only structures in which thegnized this optionality, using a baseline con-
placement of prosodic phrase boundaries diffedition to demonstrate that relevant prosodic
can be disambiguated prosodically and furthdoundaries are not actually necessary to the ir
hypothesized that ambiguities involving analyterpretation of the sentences, just helpful. It ha:
ses that differ in the placement of intonationdbng been known that speakers have option
phrase boundaries will be disambiguated moebout the location and identity of the prosodic
reliably than ambiguities differing only in theboundaries they use, which complicates both th
placement of intermediate phrase boundariegrammar (the syntax-prosody mapping rules, cf
They demonstrated above-chance success in &elkirk, 1984) and the task of a listener. A lis-
termining a speaker’s intended utterance wheener cannot simply assume that every prosodi
sentences differed prosodically only in interboundary is a reflex of syntactic structure or tha
mediate phrasing and near-100% success whieishould be used as a signal for some type ©
sentences differed in intonational phrasing.  attachment.

In Nespor and Vogel's analysis, our example For example, the length of phrases can affec
(1), Martin maintained that the CEO lied wherprosodic phrasing. In producing a simple sen
the investigation starte@ould have an interme- tence with a long subject, speakers are likely tc
diate phrase boundary before the final PP undamosodically package the verb with its object.
either high or low attachment. Thus, the pre8ut with a short subject and long object, they
ence or absence of such a boundary should roé likely to package the verb with the subjec
affect interpretation. Whether their proposalMartin, 1970). Thus in (1), a boundary before
permits the presence of an intonational phrasige clausal adjunct could be due to the clause
boundary before the final PP to disambiguai@nd therefore weighty) status of the adjunct an
the sentence seems to depend on details of thius be irrelevant to its attachment, or it could
stated principles. In Nespor and Vogel (1983pe due to a syntactic boundary at the end of th
an intonational phrase is continued until anothembedded clause and thus signal high attacl
clause (S’) begins. If “another clause” is interment; these two possibilities alone suggest ver
preted to mean a new clause that is not a catifferent uses of the prosodic boundary. Nu-

merous other factors may also affect prosodi

*We are following Nespor and Vogel (1983), who statghoices, such as rate of speech, style, and prorr
that displaced syntactic constituents, parentheticals, and "Yknce m arking.

restrictive relative clauses also form intonational phrases. In . .
Nespor and Vogel (1986), the introduction of intonational An approach to pI’OSOdIC boundaries that ac

phrase boundaries was even less constrained than in &@Wledges optionality and goes beyond exam
1983 statement. ining the effects of the presence vs. absence of
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single local boundary was developed by Schafistening study confirmed these predictions,
(1997; Schafer & Speer, 1997). She suggestadhich clearly do not depend on an obligatory
that listeners may form prosodic packag®f 1:1 syntax—prosody mapping. Pynte and Prieul
material within a single prosodic phrase (eithgl996) reported a similar finding in French. A
an intermediate phrase or an intonational phraspyosodic boundary following the verb in French
Material within the current prosodic phrase isounterparts to (5) favored NP attachment of the
more visible than material outside the curre®P, but the effect was eliminated by the presenc
prosodic phrase, making attachment into thef a second boundary preceding the PP. The
current phrase easy. Schafer specifically prdiscussed two possible loci for the effects, one
posed the prosodic visibility hypothesis in (4): focusing on the initial grouping of arguments
4. Prosodic visibility and one acting during revision processes.

a. The phonological phrasing of an utter- Various authors have suggested that globe
ance determines the visibility of syntactic nodegrosodic structures influence processing (Kjel-

b. Nodes within the [intermediate] phrasgaard & Speer, 1999; Pynte & Prieur, 1996;
currently being processed are more visible thélowiaczek, 1981; Speer, Kjelgaard, & Do-
nodes outside that [intermediate] phrase; visbroth, 1996). However, Schafer’s (1997) work
bility is gradient across multiple [intermediatejnost explicitly denied théocal cuelogic im-
phrases. plicit in much of the discussion of prosodic dis-

c. In first analysis and reanalysis, attaclembiguation and she developed specific testabl
ment to a node with high visibility is less costhyhypotheses about the use of nonlocal prosodi
in terms of processing or attentional resourcesructure. In particular, she argued that the inter
than attachment to a node with low visibility. pretation of a prosodic boundary depends on th
Schafer (1997) tested this hypothesis using sesther boundaries in the sentence. Turning to oL
tences like those in (5) that ended in aWih(a example (1)Martin maintained that the CEO
mean look that could either attach into the imdied when the investigation starte&chafer’s
mediately preceding NRhe rider) or into the proposal predicts that low attachment of the ad

VP headed by the vedngered junct should be preferred when the adjunct is

5. a. [The bus driver angered the rider] [wittnot preceded by a prosodic boundary. When th

a mean look]. adjunct is preceded by a prosodic boundan

b. [The bus driver angered] [the rider with(either an intermediate phrase or an intonatione

a mean look]. phrase), the low attachment site should becom
c. [The bus driver angered the rider with éess visible. How this visibility distinction

mean look]. should affect attachment of the adjunct will de-

d. [The bus driver] [angered] [the rider]pend on further articulation of the proposal. For

[with a mean look]. instance, it is necessary to specify whether lis

She predicted that NP attachment would be préeners always choose the most visible site o
ferred in (5b) relative to the other conditions, beprobabilistically attach to the lower or higher
cause in (5b) the NP is inside the currensite based on the size of the visibility differences
prosodic package with the PP while the verb iamong alternative attachment sites. Further, it i
outside that phrase (brackets indicate intermediecessary to work out the interaction betweel
ate phrases). In condition (5c), by contrast, bothresumed differences in visibility and baseline
the NP and the verb are within the same intessyntactic attachment preferences (low in the
mediate phrase as the PP, and in (5a), both astucture we are testing, (1), but high in the
separated by one phrase, so attachment shostducture Schafer tested, (5)).

be more evenly split between the two sites. In To summarize, a variety of interesting, differ-
(5d), the verb is separated by two phrases whikent, and empirically motivated proposals exist
the NP is separated by only one, possibly malconcerning prosodic effects in parsing. Most of
ing the frequency of NP modification choices inthem clearly predict that sentences like our ex
termediate between (5b) and (5a, c¢). Data fromample (1) can be disambiguated prosodically
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Some (Marcus & Hindle, 1990; Price et al., An utterance has many prosodic properties
1991; possibly Nespor & Vogel, 1983) suggestot all of which are considered important in the
that only an intonational phrase boundary befoirtonational theory adopted here or represente
the final PP will affect interpretation. Otherdsn a ToBI transcription. What these systems
(Kjelgaard & Speer, 1999; Schafer, 1997) ardo represent are the relative prominence an
consistent with the possibility that either an intoprosodic grouping of words in an utterance anc
national or an intermediate boundary will sufthe tonal events (changes in fundamental fre
fice. Schafer's approach holds open the possibguency, or FO) which typically go along with
ity that the global prosodic analysis, in particulathese factors. Prominent words, which bear rela
the full pattern of prosodic boundaries, can affetively more stress than other words in an utter
interpretation. As we present data testing thesace, are marked with pitch accents in speec
predictions below, we will develop a hypothesigindicated by * in a prosodic transcription).
in the spirit of Schafer’s approach, in which weitch accents may be relatively high or low (H*
propose that the relative size (in terms of pros+ L*) and may also be associated with more
odic categories) of the prosodic boundaries in aomplicated tonal movements (such as a lov
utterance is what affects interpretatfon. target followed immediately by a rise, repre-
In order to test predictions such as these, veented by L* H, and so on).
must explicitly specify how we represent and Two levels of prosodic grouping are postu-
identify different categories of prosodic boundhated in this theory. An intermediate phrase (ip)
aries. We turn to that now. is the smaller prosodic group. Each ip contain:
one or more pitch accents (e.g., H*, L*) on
prominent words and must end with a high or
low phrase accent (H-, L-). The phrase accent
Whenever an acoustic signal is naturally praepresent tonal events that are less localized the
duced, many detailed differences distinguish ortkee pitch accents. They are transcribed at the er
token from the next, raising the question of whatf the last word in an ip, but tend to be realizec
counts as two instances of the same linguiststarting just after the last pitch accent in an ip
structure. We will adopt the intonational theory ofvhich may result in a fundamental frequency
Pierrehumbert and Beckman (1988; Beckman glateau (among other possibilities). Intermediate
Pierrehumbert, 1986; cf. Beckman, 1996; Shaphrases are themselves grouped into the large
tuck-Hufnagel & Turk, 1996), but acknowledgeintonational phrases (IPh’s). Each intonationa
that theories of prosody are still evolving. Withphrase consists of one or more ips, and each IF
out a final, correct, and universally acceptednds with the phrase accent marking the final ij
prosodic theory, the problem of categorizing utsoundary plus another tone, a boundary tone
terances has no perfect solution. The approaBloundary tones can be high or low (H%, L%)
we will follow here is to use an explicit system t@nd are generally located on the final syllable o
transcribe the perceptual analyses of sentenaesrd of a phrase. All of the high and low labels
(the ToBI labeling system: Beckman & Elamgdiscussed here represent FO targets rather th:
1997; Beckman & Hirschberg, 1994; Silvermarabsolute tonal levels. Intonational contexts with-
Beckman, Pitrelli, Ostendorf, Wightman, Pricejn or between phrases may produce frequencie
Pierrehumbert, & Hirschberg, 1992), but we alsmarked as low that are relatively higher than
present acoustic measurements of critical propereas marked as high in another phrase or col
ties as a backup for these transcriptions. text. In addition, issues such as the pitch range «
the speaker and the use of pitch range to mat
2We note that Price et al. (1991) mentioned that the relgiscourse (Hirschberg & Pierrehumbert, 1986;

tive size of prosodic break indices could be viewed as QUinierrehumbert & Hirschberg 1990) may result
ing the interpretation of their ambiguous sentences, but the; '

did not develop this suggestion to contrast with the possibflﬁ similar relatl\_/e JUd_gmentS' . .
ity that the location of the boundary between intonational S€Veral studies (Silverman et al., 1992; Pitrelli,

phrases is what matters. Beckman, & Hirschberg, 1994) have shown tha

Prosody: How to Represent It and How
to Verify Representations
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transcribers trained using the ToBlI trainingions. Because all of these judgments are im
materials (Beckman & Elam, 1997) show higlportant to our theoretical claims, as well as
levels of intertranscriber agreement: over 80%ifficult to determine, we are including meas-
agreement that a particular category of tonal alvrements of FO targets and durations aroun
ement (pitch accent, phrase accent, or boundahe regions of interest (Tables 1 and 2) and w
tone) is present and agreement of almost 808tovide transcriptions of all experimental sen-
on the label within that category. In many casegnces on the website mentioned in the foot
a prosodic representation gives almost unamete on the first page of the article. In this way
biguous signals as to its transcription. For examnwe hope to allow readers access to the infor
ple, a high FO peak on the stressed syllable of@ation behind general transcriptions, so tha
word which is prominent in amplitude and duraeur claims may be evaluated in an informed
tion should clearly be marked with an H* pitchmanner®
accent; an FO fall to the bottom of a speaker’s
range at the end of an utterance should clearly EXPERIMENT 1
be marked with the tones appropriate to the endExperiment 1 was a written questionnaire
of an IPh: L-L%. But the training materials acstudy. Sixteen sentences like (6) were con
knowledge that there are places where the catructed, with two versions of each, the first with
rect transcription can depend on subtle aralclausal adjunct and the second with a nomine
sometimes subjective criteria. adjunct. The sentences appear in Appendix A.
One such place is the marking of sentence-6. a. Susie learned that Bill telephoned aftel
internal prosodic boundaries, which will be crudohn visited.
cial in the experiments presented here. Thus we b. Susie learned that Bill telephoned after
will present a short description of the criteriddohn’s visit.
used in our transcriptions. Durational and rhyth- Each sentence contained a matrix clause cor
mic differences, such as lengthening of the worglsting of a proper name and a verb taking a ser
immediately prior to a boundary and the durgential complementtijat Bill telephoned. . in
tions of pauses between words, were considerég)). The sentence ended with a temporal ad
in conjunction with tonal events shown in the Ffunct that could be attached low into the embed
tracks. A fall-rise FO contour, in which a lowded clause or high into the matrix clause. The
phrase accent target on or before the prebouratijunct started with a preposition or an adverb
ary word is followed by a rise in pitch withintypically before after, during, or when In the
that word to a high boundary tone, coupled witblausal version (6a), the object of the preposi:
a fairly long duration for the preboundary wordtion was a simple clause consisting of a prope
was considered to be evidence for an IPh bountime and a tensed verb. In the nonclausal ve
ary (the L-H% continuation rise). A fall in pitchsion (6b), the object of the preposition was &
that reached the bottom of the speaker’s rangeminal John’s visij. It was generally con-
would be considered a L-L% IPh boundary, astructed by adding a possessive makey the
in the sentence- and utterance-final boundariesibject Johr) followed by a deverbal noun
A fall in pitch that failed to reach the bottom of(visit) based on the verb in the (a) version or by
the speaker’s range (as shown by the compari-
son to the L-L% target at the end of the sen-, - . ,
Our ToBI transcriptions do not present explicit break in-

tence, for example) was ConSIde_red to be an dRes. Beckman and Hirschberg (1994) and Beckman an
boundary (L-), even when durational measuresam (1997) describe the use of break indices 3 and 4 as r
ments were long. Thus, when tonal and dur@undant with the marking of phrase accents (H-, L-) and
tional events suggested conflicting analyses, theundary tones (H%, L%) to indicate ip and IPh boundaries
tones were given priority. We feel that prosodiEeSpeCtively' Break index 2 is used to indicate a clear mis

tt h fall—ri nd fall are mor match between tonal and durational indications primarily af
patlerns such as Iafl=rise a all are more COffe, jeye| of ip vs. no boundary. To avoid redundancy, only the

sistently and easily detected at various pitch le\nes will be shown in transcriptions, but durational informa-
els than absolute measures such as word duiés may be found in the tables of acoustic measurements.
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using a head noun based on the verb togetheatrix interpretations of the adjunct seems
with an argument. rather high, given the widely shared assumptior
The purpose of conducting a written questioref a preference for recency or local attachmen
naire was to obtain a baseline preference for ifFFrazier, 1978; Gibson, Pearlmutter, Canseco
terpreting the ambiguous adjunct. Both claus&@onzalez, & Hickok, 1996; Phillips & Gibson,
and nonclausal adjuncts were tested to determib®97; Stevenson, 1994). However, it does indi:
whether the syntactic structure (as well as tleate that our sentences are not excessively b
phonological length) of a constituent contributeased and thus that they may be expected to r
to its weight (see earlier discussion and Martispond to prosodic manipulations.
1970). If so, then clausal examples (6a) may The relative preference for high (matrix) in-
show more high attachment than nonclausal onespretations of adjunct phrases containing
(6b) if readers provide default prosodies whichlauses (compared to nominal adjuncts) is of po-:
tend to separate clausal elements by assignitemtial interest. It may reflect Fodor’s (1998)
them to their own intonational phrase (see Bad&taim that long prosodic constituents are prefer-
1998, for evidence of such assignment). entially analyzed as sisters of equally long
prosodic constituents (hdralanced sistergy-
Method pothesis, to which we return in Experiment 5).
The 16 sentences were presented in a quédternatively, or in addition, it may reflect a
tionnaire, each followed by the questiorgreater tendency for a reader to impose a sepe
“which one is true” and two paraphrases. Onete prosodic phrase on a syntactic phrase cor
paraphrase stated the interpretation appropridatening a clause than on a phrase containing onl
if the adjunct had been taken to modify the ma nominal. Bader (1998) proposes that reader
trix verb (Susie learned something after Johmassign an intonational—prosodic structure a:
visited while the other stated the embeddethey read a sentence, using various strategies fc
clause modification interpretatiorBifl tele- assigning accents and prosodic boundaries, ir
phoned somebody after John vis)teBHxperi- cluding the strategy of beginning a new into-
mental participants were instructed to readational phrase whenever there is evidence of
each sentence carefully and to indicate whaltause boundary. Bader provides evidence that i
they first thought the sentence meant. Tweeaders must revise their initial syntactic analy-
forms of the questionnaire were used, one cosis of a sentence and if the new syntactic analy
taining the clausal adjunct version of half theis is inconsistent with the already-assignec
sentences and the nominal adjunct version ftonational structure, reanalysis is difficult.
the rest, with the other versions appearing orhe question of why readers assign an intona
the other questionnaire. The questionnaire cotienal structure during silent reading is an inter-
tained no other items. Forty-five participantgsting one. Possibly readers must always assig
completed the questionnaire, 23 with one forran intonational structure because it is part of the
and 22 with the other. grammar’s well-formedness requirements for a
sentence. Another possibility is that the into-
national—prosodic structure aids maintaining the
Forty-eight percent of the responses to semsentence in memory. We return to further discus:
tences with clausal adjuncts (like (6a)) receivedsaon after Experiment 5.
matrix modification (high attachment, early clo-
sure) interpretation. A significantly smaller 39% EXPERIMENT 2
of the responses to sentences with nominal ad-As an idealization, prosodic theory treats
juncts (like (6b)) received a matrix interpretatioprosodic boundaries as categorical (so that a
(t1(44)=2.71,p< .01;t2(15)= 2.50,p < .02). ip’s, for example, are equivalent). However, an ip
The primary purpose of Experiment 1 was tor an IPh boundary can be realized in differen
establish a baseline for the auditory studiesays. Experiment 2 tested an idea mentioned i
that are presented next. The percentage tbk introduction, namely that the acoustic promi-

Results and Discussion
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nence of a prosodic boundary, not its categoricghonologically and acoustically analyzed. Eact
identity, affects parsing decisions. The experexperimental sentence was recorded with twe
ment compared sentences with different produprosodies, each matching the ToBI transcrip-
tions of an ip boundary that were intended to diions in (7). These prosodies differed only in the
fer in prominence. The prosodic constituentduration of the prosodic boundary preceding the
were the same tonally in the different conditiongdjunct, which was longer in the (a, b) cases
but differed in the duration of the word beforéEight items (the odd numbered items in Appen-
the boundary and the presence of a pause befdne B) contained clausal adjuncts, and the re:
the adjunct. Half of the 16 sentences containedaining eight contained nonclausal adjuncts
clausal adjuncts (7a, ¢) and half contained nobut the prosodic representations were the sam
clausal adjuncts (7b, d). The sentences appeam shown in (7). As can be seen in Appendix B
Appendix B and ToBI transcriptions can besach clausal adjunct shared its verbs with on
found on the web page cited in the footnote amonclausal item, but this pairing was ignored in
the first page of this article. conducting and analyzing the experiment.
7. [ip long-ip] Selected duration and FO measurements aj
a. Susie learned that Bill telephoned afterJ_ohn vi_si_te?’ear in Tables 1 and 2 (together with measure
b. Sally learned that Pat telephoned after Tim’s visit. . .
Bt IH* L b L% L H* L L% ments from Experiments _3—5). After the first
lip ip] verb (earned, both prosodic conditions had ip
c. Susie learned that Bill telephoned after John visitethoundaries of roughly equivalent size. Dura-
d. Sally learned that Pat telephoned after Tim's visit. tions of the first verb averaged 537 and 516 m
HeHs L Ht L L HY L% for the (a, b) and (c, d) cases, respectively
which was a slight but statistically significant
variation €(15) = 3.99,p < .001). In most sen-
Method tences there was a pause following this verb
Materials The experimental sentences weraveraging 61 and 55 ms, which did not signifi-
recorded by a phonetically trained linguist, andantly differ between conditions. A low FO tar-

TABLE 1

Durations in ms of Selected Regions of the Sentences Used in Experiments 2-5

Experiment Condition V1léarneg Break 1 V2 telephoneyl Break 2
2 a/c: [ip long ip] 537 (105) 61 (54) 493 (157) 286 (83)
b/d: [ip ip] 516 (95) 55 (48) 411 (153) 9 (20)
3 a: [IPh IPh] 619 (94) 267 (42) 510 (143) 370 (76)
b: [IPh ip] 601 (90) 272 (39) 496 (142) 269 (80)
c: [IPh 0/ip] 608 (93) 315 (82) 394 (131) 7(21)
d: [ip ip] 469 (88) 9 (23) 503 (151) 315 (57)
4 a: [ip IPh] 597 (90) 353 (58) 539 (103) 382 (58)
b: [ip ip] 600 (78) 327 (53) 549 (124) 362 (55)
c: [0 IPh] 424 (73) 8 (16) 530 (104) 402 (75)
d: [0ip] 414 (71) 6 (14) 512 (112) 373 (73)
5 a: [IPh O], short 597 (65) 421 (83) 345 (96) 0
b: [IPh 0], long 602 (84) 443 (113) 336 (95) 0
c: [IPh 0], clausal 614 (94) 490 (99) 334 (91) 0
d: [0 IPh], short 386 (72) 0 508 (99) 439 (69)
e: [0 IPh], long 396 (72) 0 521 (93) 437 (75)
f: [0 IPh], clausal 391 (68) 0 521 (90) 505 (104)

Note Standard deviations are indicated in parentheses.
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TABLE 2

Mean iy Maxima and Minima (and Standard Deviations), in Hz, in Selected Regions
of the Sentences Used in Experiments 2-5

V1 FO targets V2 FO targets
Experiment Condition Low High Low High N3 H* Final L-L%
L- L-
2 a, b: [ip long ip] 190 (11) 181 (6) 269 (21) 169 (5)
c, d: [ipip] 190 (14) 185 (6) 230 (13) 170 (5)
L-, 'H- H% L-, IH* H%
3 a: [IPh IPh] 171 (3) 201 (7) 155 (8) 194 (10) 261 (11) 150 (5)
b: [IPh ip] 169 (5) 199 (7) 185 (6) 228 (7) 152 (4)
c: [IPh 0/ip] 172 (6) 198 (6) 214 (11) 230 (6) 153 (3)
d: [ipip] 236 (7) 175 (6) 218 (10) 151 (7)
L- H* L- H%
4 a: [ip IPh] 193 (9) 172 (5) 201 (9) 256 (11) 159 (5)
b: [ip ip] 194 (7) 187 (4) 237 (11) 161 (5)
c: [0 IPh] 229 (9) 176 (5) 205 (7) 243 (9) 161 (5)
d: [0 ip] 225 (10) 196 (9) 233 (13) 159 (5)
L- HY%, H* L- H*, H%
5 a: [IPh 0], short 186 (8) 242 (17) 233 (9) 299 (18) 173 (6)
b: [IPh 0], long 187 (8) 247 (17) 222 (9) 298 (16) 170 (6)
c: [IPh 0], clausal 188 (6) 241 (13) 220 (9) 294 (13) 174 (11)
d: [0 IPh], short 260 (11) 183 (5) 235(21) 285 (16) 171 (6)
e: [0 IPh], long 248 (10) 184 (7) 228 (16) 273 (14) 173 (7)
f: [0 IPh], clausal 250 (11) 184 (5) 226 (15) 274 (12) 173 (10)

Note Separate high and low points indicated where appropriate, with phonological category (or categories, where
tences varied).

get was reached at the end of the first verb or aged only a 9-ms breai15)=12.91,p< .001).

the following word that) in all sentences. This Tonally, however, both prosodic conditions were
target averaged 190 Hz in all conditions, whichlearly consistent with an ip boundary. A low FO
was low but not at the bottom of the speakertarget at the end of the second verb average
range. Comparison of the V1 low averages tt81 and 185 Hz for the (a, b) and (c, d) sen
the final L-L% FO averages of 169-170 Hzences, which was still well above the bottom of
shows significant differences ((a, b), V1 vsthe speaker’s range in the majority of sentence:
final: t(15) = 6.28,p < .001; (c, d), V1 vs. final: This was confirmed by a significant difference
t(15)=5.52,p < .001)); this supports the claimfrom the low FO target at the end of the sen
that the low on the first verb only indicated atences ((a, b), V2 vs. finat(15) = 6.76,p <

ip boundary. .001; (c, d), V2 vs. finak(15)=9.01,p < .001).

At the second verbtélephonell the dura- The high FO target on the noulobin in the fol-
tional differences between the prosodic condiewing adjunct clause showed a significant dif-
tions were more marked. The (a, b) sentencéence in the amount of pitch resetting in the
had an average verb duration of 493 ms, cortwo prosodic conditions. One might expect
pared to 411 ms for the (c, d) sentences, whichore pitch resetting after a larger or strongel
was a significant difference(15) = 7.00,p < boundary; consistent with that, the H* average
.001). The duration of the following pause alswas 269 Hz in the (a, b) conditions, while the
differed, with the (a, b) sentences averaging (&, d) conditions averaged only 230 HZB) =
286-ms break while the (c, d) sentences avetl.71,p < .001).
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Participants and procedureThese 16 sen- that a phonetically longer ip boundary did not en-
tences were combined with 38 other sentencesurage high attachment of the adjunct. Further
(including 16 described in Schafer, Carlsonnore, the difference between clausal and non
Clifton, & Frazier, 2000, Experiment 2) and pre<lausal adjuncts observed in the questionnaire i
sented to 54 students at the University of MasExperiment 1 was not observed here.
achusetts, who participated in individual 30-min__ .
sessions for course credit. Sentences wepdSCUSSION
played to participants individually in a sound- The failure to obtain any difference in inter-
deadened chamber, using Radio Shack Minimpsetation among the sentences used in Exper
7 speakers. After hearing seven practice sement 2 means that substantial variation in the
tences, participants heard the 54 sentences in fitg/sical signal is not sufficient to affect interpre-
experiment presented by a computer in an indation in the absence of variation in the phono
vidually randomized order. They were instructetbgical category of prosodic boundaries. We
to pull a trigger as soon as they had understoadte, in anticipation of Experiments 3-5, that the
the sentence. After they responded, a questioragnitude of the difference in duration of the
appeared on a video screen. Participants wdreundaries in Experiment 2 (82 ms in duratior
given two choices of what the sentence meaot the second verb, 275 ms in duration of the fol-
and were required to choose one. For instandewing pause) is closely comparable to dura-
they might seaVhat happened after John vistional differences that did affect interpretation in
ited?together with two alternative answers veryhe later studies when these durational differ-
similar to those used in Experiment 1 (e.gences were associated with tonal differences (se
Susie learned something after John visisedl Table 1). Since the proportions of high attach-
Bill telephoned somebody after John visjtd® ments observed in Experiment 2 were not large
former paraphrases a matrix modification—higim comparison to what was observed in Experi:
attachment analysis and the latter an embeddeent 1, Experiment 2 does suggest that the pre
modification—low attachment analysis). Thence of a phonetically very clear ip break before
participant had to pull a trigger under the answen adjunct is not sufficient to make listeners at
he or she considered correct. Half the matrix itach it as a modifier of the matrix verb. However,
terpretation answers occurred on the left antimplies nothing about whether differences in
half on the right. The time taken to pull the trigthe phonological category of prosodic bound-
ger was measured from the onset of the questianes can affect interpretation.
and the alternative answers. However, since theExperiment 2 failed to observe the greatel
only reaction time effect that approached signifpreference for high attachment of clausal ad
icance in any experiment was an effect of sejuncts compared to nonclausal adjuncts observe
tence length in Experiment 5 (simply reflectingn Experiment 1. The clausal-nonclausal adjunc
the fact that longer sentences had longer quesanipulation was not a primary focus of Experi-
tions, which took longer to read), reaction timement 2, so we manipulated it as a between-item
will not be reported here. effect. This could have reduced power, but the
small size of the confidence interval of a differ-
ence between any two means (3.5%) indicate

Listeners assigned a high attachment an avéhnat the experiment had adequate power to dete
age of 35% of the time, ranging from 34.7 temall effects. An alternative, more interesting,
35.0% for the four types of sentences illustratgabssibility is that readers in the questionnaire
in (7). No differences approached significancstudy Experiment 1 imposed their own implicit
The 95% confidence interval for a difference bgsrosodies on what they read and were mor
tween any two means was 3.5% (treating items bieely to place a clausal adjunct than a non-
the random variable), a difference less than halfausal adjunct in its own prosodic phrase (se
the size of any difference we report as significaBader, 1998, for evidence that prosody con-
in later experiments. The data strongly indicatgtructed during silent reading can affect parsing)

Results
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This could result in a relative preference for higtitions the final prosodic boundary is smaller
attachment. In Experiment 2, listeners heard e#ian the earlier boundary, which is not the cas
plicit prosodies, decreasing (but not necessarily the latter conditions.

eliminating, as we will argue after Experiment 5) 8. a. [IPhIPh]

the likelihood that they will provide their own HY  L-H% - Hr o LH% e LL%
Susie learned that Bill telephoned after John visited.
preferred prosody.

- . b. [IPh ip]
EXperlment 3 addressed the quest|0n of H*  L-H% H* L* L- H* L-L%

whether the categorical identity of prosodic Susie learned that Bill telephoned after John visited.
boundaries could affect parsing. It contrasted ¢ [IPh 0/ip]

prosodic boundaries that differed in their lin- HY  L-H% - HE I He L%
.. . . . Susie learned that Bill telephoned after John visited.
guistic category (ip vs. IPh), not simply interms lip ip]

of acoustic salience. H* 1H* 1H- H* L* L- H*  L-L%
Susie learned that Bill telephoned after John visited.
EXPERIMENT 3 Experiment 3 used a different technique thar
Experiment 3 examined sentences like thoske other experiments, an auditory unacceptabil
in (8), Examples (8a) through (8c) all have aity judgment task (see Clifton, Frazier, & Deevy,
IPh before the embedded clause and differ in ti®99, for a further description). Listeners were
category of the prosodic break before the adhstructed to pull a trigger as soon as a sentenc
junct: IPh, ip, or none. Example (8d) used decame unacceptable. When they found a sel
smaller ip boundary before both the embeddédnce acceptable, a question was asked about
clause and the adjunct. Theories that claim thas in Experiment 2. We used this technique ir
an IPh boundary most strongly disambiguatebe belief that it might encourage more carefu
attachment (Nespor & Vogel, 1983; Price et aland attentive listening to the sentences (and b
1991) predict a greater number of high attacltause we were searching for the detection ©
ments for (8a), with an IPh boundary before thenomalies in some of the other sentences stu
adjunct, than the other conditions. Schaféed in the experiment).
(1997) did not discuss cases with multiple 1Ph
boundaries or cases with mixed ip and IPiethod
boundaries, as in (8a—c), though she claimed Sixteen experimental sentences, all with
that IPh boundaries led to further interpretivelausal adjuncts (see Appendix C) were rec
processing.We will consider a hypothesis thatorded with the four prosodies exemplified in the
is consistent with Schafer's proposal (cfToBI transcriptions in (8). The relevant FO and
Schafer, Speer, Warren, & White, 2000) that thduration measurements appear in Tables 1 and
full prosodic analysis matters, not simply a locaht the first verb, the (a—c) sentences all had IPI
prosodic boundary. The hypothesis is that tHeoundaries, while the (d) sentences had an i
size of a prosodic boundary relative to other reboundary. First verb durations averaged 609 m
evant boundaries (in a sense to be made mdoe the (a—c) sentences, but only 469 ms for the
precise later) determines its effectiveness. Thid) sentences (a significant contrasti,15) =
hypothesis predicts that low attachment inted76.64,p < .001). Following this verb was a
pretations will be more frequent in (8b) and (8dpng pause in the (a—c) sentences, averagin
than in (8a) and (8d), because in the former coB85 ms, while the (d) sentences averaged only
9-ms pause (another significant contrast
“Schafer (1997) showed that an IPh boundary, but not &H1,15) = 736.29,p < .001). A low FO target
ip boundary, encourages the processor to finish any incofl--) was reached within the first verb in the
plete interpretive work in a domain, rendering reanalysis e{a—c) cases, averaging 171 Hz, followed by ¢

pensive after an IPh boundary has been crossed. For exalfntinuation rise (H%) to an average of 199 Hz
ple, if a lexically ambiguous word must be reanalyzed to itsr e (d) sentences showed a downstenped hic
less frequent meaning after an IPh boundary, processing igl PP =

more difficult than if reanalysis occurs after only an igarget on the verb followed by a slight dip onor
boundary has been crossed. after the verb, to an average of 236 Hz. This wa
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analyzed as a !'H* pitch accent followed by aitch drifting, but to be cautious in our conclu-
further downstepped phrase accent, 'H-, thougtions we raise the possibility that ip boundaries
a case could be made for a relatively high Lrather than no boundaries were present). F
phrase accent here. Given these tonal contoungasurements averaged 214 Hz in this cond
and the durational measurements noted abovetiin. Tonally, therefore, the (a) sentences are
is reasonable to conclude that the (a—c) semost consistent with an IPh boundary, and the
tences had full IPh boundaries after the first ve(b, d) sentences are consistent with an ip bounc
while the (d) sentence had only an ip boundarary, while the (c) sentences vary between an i
At the second verb, there was some variabiboundary and no boundary.
ity in the realization of the (c) sentences, but the These sixteen experimental sentences wer
tonal properties of the (a) sentences showed tlehbedded in a list of 102 items total, of which
they clearly had a larger boundary than the oth28 were clearly ungrammatical (e.g., subject-
three conditions. Durational measurements orerb number disagreement, missing particles o
the verb showed similar averages in the 500-masguments, extra arguments, etc.) or semant
range for all sentences but (c), which averagexdlly anomalous and another 20 which were
only 394 ms, reflecting the fact that boundariemarginally acceptable. Experimental pagants
were consistently present in the other three cowere first presented with an acceptability pretes
ditions (a significant contradt(1,15)=50.49, in which they indicated the acceptability of each
p < .001). Following this verb was a pause off 10 sentences. The pretest contained a varie
370 ms in the (a) case, 269 ms in (b), 7 ms in (®f ungrammatical and anomalous, as well a
and 315 ms in (d), with (c) again being the ouggrammatical, items (but none similar to those ir
lier. Thus the durational measurements show¢8)). The very rare disagreements between
that boundaries of some type were robustly reglarticipant’s judgment and the experimenter’s
ized in conditions (a, b, d), though durationgudgment were discussed with the participant
were equivalent for the ip vs. IPh contrast, antlhe participant, after a short practice session
that (c) showed minimal durational cues to then participated in an auditory acceptability
boundary. FO measurements more clearly distijudgment experiment. The participant was in-
guished the four conditions. The (a) sentencetructed to listen to a sentence played by th
reached a low (L-) target of 155 Hz, followed byomputer as in Experiment 2 and to press
a rise to an average of 194 Hz, clearly signalimight-hand key if the sentence ended acceptabl
a L-H% continuation rise. The (b) and (d) serer a left-hand key if it became unacceptable
tences reached low targets of 185 and 175 Hzressing the left-hand key terminated presente
respectively. These targets were significantyon of the sentence. Pressing the right-hand ke
higher than the FO averages for the final IPfesulted in the presentation of a question abot
boundary (L-L%) in both sentences, which avthe meaning of the preceding sentence, as i
eraged 152 and 151 Hz ({15) = 21.97,p < Experiment 2.
.001; d:t(15) = 13.96,p < .001). This compari-  Forty-eight University of Massachusetts un-
son suggests that the V2 measurements in @®rgraduates were tested in individual session:
and (d) reflect L- phrase accents marking igeceiving individually randomized lists. Four
boundaries, rather than IPh boundaries. Finallgifferent counterbalancing conditions were usec
in the (c) sentences, the FO dipped between I$b that each participant saw four experimenta
pitch accents on the preceding and followingentences in each version and so that over &
nouns Bill andJohn). In some cases, a promi-participants, each sentence was tested equal
nence was heard on V2, prompting an analysiten in each version.
including a downstepped !H* pitch accent.
Other sentences lacked a prominence at tHR&SUlts
point, and these were analyzed with !H- phrase Between 96 and 98% of the sentences in eac
accents (alternatively the FO contours in theggosodic condition were classified as acceptabl
latter sentences might just involve downwardnd questions were asked about them. The pe
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TABLE 3 Given that an ip or even an IPh boundary car
Proportion of Matrix Modification Interpretations, occur before the adjunct even when it unam
Experiment 3 biguously modifies the embedded verb, the
presence of this boundary can be justifiec
Condition Proportion matrix \yhether the intended attachment of the adjunc
is high or low. If this is correct, then it may not

A: [IPh IPh] 21 .
B: [IPh ip] 14 be the phonological type of the boundary tha
C: [IPh O/ip] 15 matters so much as whether the boundary befol
D: [ip ip] .25 the adjunct is an informative boundary—one

larger, or smaller, than the boundary assigned b
the speaker before the embedded clause. |
centages of high attachment (matrix verb modifether words, given an early break of skethe
cation) answers to these questions appear later (pre-adjunct) break may be prosodically
Table 3. A one-way analysis of variance indicateglquivalent toX (uninformative), larger thaixX
that the conditions differed significantly(favoring high attachment), or smaller thxn
(F1(3,141)= 4.56,p < .005;F2(3,45)=3.41,p (favoring low attachment). The breaks before
< .03). Examination of the data provides no suphe adjunct in (8a) and (8d) are relatively un-
port for the prediction (Nespor & Vogel, 1983;informative, since they are no larger than the
Price et al., 1991) that condition (a) (IPh IPhgarlier break. However, the pre-adjunct breaks ir
would stand out from the rest. However, ther8b) and (8c) are informative, since they are
was clear evidence for the proposal that the relemaller than the earlier break. They would signa
tive size of the prosodic boundaries affects intethe absence of an informative prosodic boundar
pretation. Conditions (b) and (c), in which théefore the adjunct, encouraging low attachment
boundary before the adjunct was smaller than theAs a reviewer pointed out, the terimforma-
boundary before the embedded sentence, shovie@ has two senses. In the most general sense,
the smallest frequency of matrix modification inboundary is informative if it is larger or smaller
terpretations (averaging 14.4%). Conditions (dlpan expected given the other information avail-
and (d), in which the boundary before the adjunetble to the perceiver, e.g., the other choices th
was the same in size as the boundary before #meaker has made at choice points. In a mor
embedded clause, showed a significantly highspecific sense, appropriate to the conditions
(but still very low) frequency of matrix modifica-tested here, a boundary is informative if it is
tion interpretations (averaging 22.8F4;(1,47)= larger than or smaller than a boundary at anothe
15.26,p < .01;F2(1,15)=6.24,p < .03). position (the beginning of the embedded clause
in our examples). Although the present experi-
ments focus on the specific sensardbrmative
The results encourage the idea that it is thevolving the relative size of two boundaries, we
relative size of breaks that matters. The frdully intend the more general sense and suspec
quency of matrix interpretations was highethat relative boundary size is just a special cas
when the boundary before the embedded clausiEinformativity.
was of the same phonological category as theExperiments 4 and 5 tested the informative
boundary before the adjunct than when the edreak hypothesis. Experiment 4 investigated th
lier boundary was phonologically a more promiinterpretation of the sentences used in Experi
nent category than the later one. The identity ofient 3 when they are prosodically structurec
the boundary before the adjunct did not mattevith either an IPh or an ip immediately preced-
except in relation to the earlier boundary. In paing the ambiguous adjunct. This manipulation
ticular, the presence of neither an IPh nor an ipas crossed with the presence vs. absence of
boundary before the adjunct was sufficient by itp boundary between the matrix and the embed
self to favor a high attachment interpretation. ded clause. Thus, Experiment 4 could determin
We propose ainformative brealhypothesis whether the absolute size of the boundary be
to account for the findings of Experiment 3fore the adjunct or its size relative to a possible

Discussion
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earlier boundary guided interpretation of théences appear in Appendix D. The experiments
adjunct. Experiments 4 and 5 returned to theentences were recorded by a phoneticall
simpler procedure used in Experiment 2. Thieained linguist and phonologically and acousti-
Experiment 3 procedure yielded proportions afally analyzed. The four different prosodies
matrix modification interpretations that were sosed are shown in the ToBI transcriptions of (9).
low that one could be concerned about a flodihe sentences within any one condition differec
effect in which no manipulation could drive themainly in the presence or absence of L* pitch
proportion any lower. We do not think that thisaccents in the first or second verb phrase.
is the case in the Experiment 3 data since we didRelevant FO and durational measurement
find a significant effect that could be attributedppear in Tables 1 and 2. At the first verb, con
to the relative size of prosodic boundaries, bulitions (a—b) had ip boundaries, while the
the concern could limit one’s confidence that th@—d) sentences were constructed to avoid
Experiment 3 procedure is able to detect smdlbundary at this position. Specifically, the
prosodic effects. (c—d) conditions were purposely produced with
an FO contour that began with a fairly low
EXPERIMENT 4 prominence on the first noun, rising to a higher
Following the logic described in Experimentaccent on the first verb and an even higher ac
3, the Nespor and Vogel (1983) and Price et alent on the second noun, avoiding a dip ir
(1991) systems predict an essentially categopitch that could be analyzed as a L-. In the
cal distinction between examples where an IRla—b) sentences, the duration of the first vert
precedes the ambiguity (9a, c), which shouldveraged 598 ms, while the (c—d) sentences a\
strongly encourage high attachment, and examraged only 419 ms (a significant contrast,
ples where only an ip precedes the adjunct (9B(1,15)=374.12p < .001). Following the verb
d). Kjelgaard and Speer’'s (1999) findings sughere was a noticeable pause in the (a—b) sel
gest that the presence of a prosodic boundary {gnces, averaging 340 ms, while there was al
or greater) before the adjunct will permit a higlmost no pause in the (c—d) cases, averaging
attachment in all cases and therefore no strongs (another significant contrasg(1,15) =
prosodic differences should emerge, althougtil88.32p < .001). At the end of the first verb,
presumably the syntactic bias for recent attachenditions (a—b) reached a low FO target (L-)
ments will come into play. The informativeaveraging 194 Hz, while the (c—d) verbs had
break hypothesis predicts a lower frequency &f* pitch accents averaging 227 Hz. The (a—b)
high attachments in (9b) than in (9a, c, d), sincgentences showed lowering that failed to reac
the break before the adjunct was larger than ttiee bottom of the speaker’s pitch range, as sug
earlier break in these latter three cases. gested by the comparison to the sentence-fin
9.a.[ip IPh] low FOs averaging 160 Hz (#15)=19.39,p<
Susie learned that Bill telephoned after John visited_oo:]_; b:t(15) = 23.94,p < .001). Based on

H* L-  H* L-H% H* L-L% :

b. [ip ip] these tonal contours and durational measure
Susie learned that Bill telephoned after John visitedN€NtS, It IS reasonal?'e to Con_C|Ude th_at the
H* L* L-  H* L- H* L-L% (a—b) sentences had ip boundaries at this pos

c. [0 1Ph] tion while the (c—d) sentences avoided sucl
Susie learned that Bill telephoned after John visitedoc.undarieS
L* H* H* L* L-H%  H* L-L% )

d.[0ip] At the second verb,_ FO movemen_ts clearly
Susie learned that Bill telephoned after John visitedSUPPOrted the boundaries suggested in the Tok

L* H* H* L*  L- H* L-L% transcriptions, but the durational measurement

for the second verb did not show any clear pat

Method terns and thus did not reflect the boundary dif
Materials Four versions of the 16 experimenferences. The average duration of the secon
tal sentences used in Experiment 3 wenerb ranged from 512 to 549 ms, with the only
recorded together with 38 filler sentences argignificant contrast being the (a—b) sentence
seven practice sentences. The experimental semeraging slightly longer durations than the
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(c—d) sentence$(1,15)=12.20,p=.003). This iment presented by a computer in an individu-
probably reflects the slightly slower pace of thelly randomized order. The procedures use
(a—b) sentences relative to the (c—d) sentencesere those described in Experiment 2.

since the latter were hurried in order to avoid an

early prosodic break. The (a-b) sentenc&esults

showed significantly longer average durations at The mean proportions of response choice
N1, V1, break 1, N2, and V2; the difference wasonsistent with modifying the matrix appear in
most distinct at the first verb and pause, whefi@ble 4. The variation among the means is rathe
the (a—b) sentences had a boundary and thmall, with an overall preference for low attach-
(c—d) sentences did not, but the averages suppant. The numerical pattern of results is consis
an overall rate difference. Pauses after the veidnt only with the informative break hypothesis:
averaged from 362 to 402 ms, with no signifionly sentences like (9b), which had ip bound-
cant differences again. These durational meaaries before both the embedded clause and tt
urements are consistent with a prosodic bounddjunct phrase, seemed to have a lower prefe
ary being present in all conditions. The F@nce for high (matrix) attachment than the othe
targets at the end of the second verb did diffepnditions. While the interaction between pres-
between the conditions. The (a, ¢) sentencesce vs. absence of the ip boundary before th
reached a L- target of 174 Hz and then rose to ambedded clause and the presence of an IPh \
average H% of 203 Hz, showing a continuatioan ip boundary before the adjunct phrase wa
rise. The (b, d) sentences reached a L- target ansignificant § > .30 in 2x 2 participants and
eraging 191 Hz with no rise before the pause.ifems analyses), a contrast testing the informativ
comparison of these low targets to the sentendeeak hypothesis (by comparing the ip—ip condi-
final low FOs shows that in all cases the lowetion to the other three conditions) was significant
ing failed to reach the bottom of the speaker$1(47)=2.43,p; < .02;t2(15)=2.21,p< .05).
range (a:t(15) = 14.54,p < .001; b:t(15) = . .

21.88,p<.001; c1(15)=9.02,p< .001; d1(15) Dlscussion

=17.78,p < .001). The continuation rises in the Our data are most consistent with the informa:
(a, ¢) sentences support an analysis with IRle break hypothesis. The pattern of difference:
boundaries at this position, while the simplés clearly inconsistent with any theory that
lowering in the (b, d) sentences supports aaims an IPh boundary is required to strongly
analysis with ip boundaries at this position. Thkias attachment. Any difference between the ef
high FO target on the noun in the following adfects of an ip and an IPh boundary present in (9¢
junct clause John) showed slight differences invs. (9b) should also have appeared in (9c) vs
the amount of pitch resetting in the differen(9d). The pattern of data is, however, expecte
conditions. The (a, c) conditions averaged 25(nder the informative break hypothesis: as lon
Hz, while the (b, d) conditions averaged 235 Has the break before the adjunct is larger than th
(a significant contrastF(1,15) = 39.10, p < earlier break, the frequency of choosing the higt
.001), with the higher pitches following theattachment interpretation is (moderately) high. It
larger boundaries as expected.

Four counterbalanced lists were constructed,
so that each participant heard four sentences in
each of the four prosodic conditions, and across Proportion of Matrix Mgdification Interpretations,
. . Experiment 4
lists, each sentence was tested once in each
prosodic version.

TABLE 4

T ) Condition Proportion matrix
Participants and procedure~orty-eight stu-
dents at the University of Massachusetts partici-  A:[ip IPh] .38
pated in individual 30-min sessions for course  B:[ip ip] 30
credit. After hearing the seven practice sen- C:[0IPh] 39
D: [0ip] 37

tences, they heard the 54 sentences in the exper-
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becomes lower only when the break before thdethod

adjunct s no larger than the earlier break. Eighteen sentences like (10) were constructet

EXPERIMENT 5 (see Appendix E) and recorded with the two

i ) general prosodic contours exemplified in the
To further test the informative break hypotheToBl transcriptions in (10). The detailed tran-

SIS, we _conducted. one flna_l StL!dy using se criptions available in the webpage cited in foot-
tences like those in (10) with six versions o

h. Th . 10 had onl ote 4 reveal how these contours were adapte
|e§r? b- kree ger&g ns |(< b ‘TC) tha (()jr.' y atnTe;]aE the sentences of different lengths.
reak and no break betore € adjunct. TNr€€pq oy ant Fo and durational measurements aJ

versions (10d—f) had only an IPh break befor in Tables 1 and 2. A ) N
the adjunct but no early break. The (a) and ( ear in Tables 1 and 2. At the first verb, condi

bare adverbs such asday, yesterday or this boundaries at this position. Durational and tona

week In two cases they contained prepositiong, e 5\ rements support this distinction. The firs
in Juneandon Friday. The (b) and (€) VEISIONSyarpy of the sentence averaged 604 ms for th

contained longer examples of the same adjunt:&_c) conditions, but only 391 ms for the (d—f)

The (c) and (f) versions were similar to the,ngitions (a significant main effect of prosody:
clausal adjuncts tested in the earlier expenmen}§(.1 17)=487.36,p < .001). Following this verb

T_he informative break hypothesis_ predicts morg-« o lengthy pause in the (a—c) cases, avera
high attachments in (10d-f) than in (10a-C).  jnq 451 ms, while no such pause was found ir

10. o
a-c. [IPh 0] the (d—f) sentences. In addition, FO measure
Susie learned that Bill telephoned last night. ments on the first verb showed a robust L-H%
Susie learned that Bill telephoned extremely late last nighicontour in the (a—c) conditions, reaching an av
Susie learned that Bill telephoned after John visited.  erage L- of 187 Hz and rising to a H% of 243
He LR Lt HHE R L% Hz. The first verb in the (d—f) sentences showet

d-f. [0 IPh] | . st ise f the L* |
Susie learned that Bill telephoned last night. no lowering, Just a riseé from the (or rela-

Susie learned that Bill telephoned extremely late last nighively low H*) pitch accent on the preceding
Susie learned that Bill telephoned after John visited.  noun to a H* on the verb averaging 253 Hz.

L H H* L-H%  H* H*L-L% These measurements are most consistent wi
These three types of adjunct were tested in eagh IPh boundary at the end of the first clause il
of the two prosodic conditions in order to returthe (a—c) conditions but not the (d—f) conditions.
to the issue of whether the clausal status and/orAt the second verb, conditions (d—f) now had
the length of the adjunct influences attachmet®h boundaries, while conditions (a—c) began &
preferences and the interpretation of prosoditsing contour to avoid inadvertent L- bound-
information. aries. Durations of the second verb averaged 33

Fodor's (1998) balanced sister hypothesimsinthe (a—c) sentences, but 517 ms in(the)
predicts that the length of an adjunct should sentences (a significant main effeE{1,17) =
crucial to its analysis. This hypothesis claim888.16p<.001). Following the second verb was
that a listener (or reader) prefers to attach alengthy pause in the (d—f) cases, averaging 46
phrase as a sister to a phrase of similar prosodis, while no pause was found in the (a—c) sen
weight. Assuming that lengthening the adjundences. FO measurements on the second vel
phonologically (or lengthening it and increasinghowed a clear L-H% contour in the (d—f) sen-
its syntactic complexity) makes the adjundences, reaching an average L- target of 184 H:
heavier and noting that a higher attachment nemnd rising to a H% of 230 Hz. The (a—c) sentence:
essarily results in attachment to a heavier sistshowed a rise from the L* accent on N&il{) av-
there should be fewer high attachments in theraging 200 Hz to a H* on the second verb aver-
phonologically and syntactically light (10a) andaging 225 Hz. This pattern is most consistent
(10d) than in the other forms. with a lack of boundary at this position in (a—c).
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FO measurements from the adjunct clause TABLE 5
showed further differences between the prosodic  proportion of Matrix Modification Interpretations,
conditions. The (a—c) sentences continued the Experiment 5
rising contour begun at the second noun of the
sentences, which culminated in an extreme peak Prosody
on t_he f|_naI word of the sentenagight or VIS Lo of adjunct phrase (IPh 0] [0 1PH]
itedin this example). The average FO maximum
in conditions (a—c) was 297 Hz. The (d—f) con-  short 24 38
ditions, on the other hand, contained rising con-  Long 22 .39
tours which covered only the adjunct clause ma- Clausal 34 49

terial, following the boundary at the second
verb. These cases reached an average FO peak of
277 Hz, which was significantly lower than theEach of 48 University of Massachusetts unde
(a—c) value (1,17)=91.03,p < .001). All con-  graduates heard one list, in individually random
ditions then fell to a L-L% final boundary, aver-ized order, after listening to a short practice lis
aging 173 Hz. In some earlier experiments, thdhe procedure was as described in Experiment
height of the main FO peak in the adjunct clause
was used as a measure of pitch resetting follow?€SUIts
ing a boundary (the larger the boundary, the The mean proportions of matrix verb modifi-
higher the expected resetting). In this experieation interpretations appear in Table 5. X 2
ment, however, a rising FO template was appliednalysis of variance, with type of adjunct (short
to group the adjunct clause with the precedindpng, clausal) and location of prosodic bound
material in (a—c) and applied only to the adjuncaries ([IPh 0] [0 IPh]) as factors indicated highly
clause in (d—f). This template replaced the simsignificant effects of each factor (adjunct type
ple H* accent following a boundary which wasF1(2,94)=5.42,p< .01;F2(2,34)=6.83,p< .01,
found in the earlier experiments, so in fact theprosody:F1(1,47)=21.41,p < .001;F2(1,17)=
higher peak was found here in the conditiong.85,p < .01), but no interaction~(< 1). Sub-
with a more distant boundary (a—c). stantially more matrix interpretations were giver
The 18 experimental sentences were conto sentences with [0 IPh] than with [IPh 0]
bined with 74 other sentences of a variety oboundary patterns, 42 vs. 27%. Furthermore
forms (including sentences concerned with thenore matrix interpretations were given to sen
interpretation of pronouns and of negation)tences with clausal adjuncts (42%) than witl
Each sentence was followed by a question, tainonclausal phrases, which did not differ be
lored to the particular condition a sentence apaveen short and long versions (31 vs. 30%).
peared in (e.g., the question wouldWwheat hap- )
pened last nightWhat happened extremely late DISCussion
last night or What happened after John visited As predicted by the informative break hy-
for the three different adjunct conditions illus-pothesis, the (10d-f) examples (with [0 IPh
trated in (10)). Participants were to choose onprosody) showed more high attachment (matri
of two answers corresponding to matrix or emverb modification) interpretations than (10a—c
bedded verb interpretation. Half the matrix an{[IPh 0]). The manipulation used in Experimen
swers appeared on the left side of the screen aggdthe maximum contrast possible, succeeded
half on the right, and the participant was to pulproviding clear evidence that the position of the
a trigger under the correct answer. largest prosodic break in a sentence strongly &
Six list forms were created, each containingects the interpretation of an adjunct phrase.
three sentences in each of the six experimental One might object that manipulating the posi
conditions illustrated in (10). Lists were counter-tion of a single prosodic boundary, as in Experi
balanced so that each of the 18 experimental sement 5, cannot provide strong support for the ir
tences was tested in each condition in one lisformative boundary hypothesis. Indeed, th
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results of Experiment 5, taken by themselvesith no internal theta-roles (and the long non-
would not uniquely support this hypothesiglausal adjuncts generally simply added modi-
However, the results of earlier experiments difiers) whereas the clausal adjuncts were PP
confirm any hypothesis based on just the pregth a multiphrasal (clausal) object.
ence, absence, or size of the local boundary preSyntactic weight effects may arise because th
ceding the adjunct. Thus, assuming that a vafidrceiver organizes auditory input into process
hypothesis must be consistent with all the r@g units which distinguish between bare NPs or
sults, only the informative break hypothesis wilhe one hand and clauses and thematically con
suffice. plex phrases on the other (see Carroll & Tanen
Experiment 5 failed to support the version dfaus, 1975, for relevant evidence from click mis-
the balanced sisters hypothesis (Fodor, 19%9@&jation). This, together with the assumption tha
that claims that the phonological weight of thgerceivers impose boundaries on the speec
adjunct would affect interpretation. Conditiongput even in cases where such boundaries al
(10b) and (10e) did not result in an increasedt present acoustically (e.g., Martin, 1967),
frequency of high attachments. However, the exould explain how a syntactic weight effect
periment did show that the syntactic weight eébuld emerge in Experiment 5. Regardless o
the adjunct phrase affected interpretation. ~ whether this speculation ultimately proves to be
There were more high attachments for the sygerrect, the present results clearly highlight the
tactically complex clausal adjuncts (10c) anebmplexity of the weight effects observed in per-
(10f) than for their nonclausal counterparts. leeptual processing of speech.
the written questionnaire (Experiment 1), readers
also distinguished between clausal and non- GENERAL DISCUSSION
clausal adjuncts. They were more likely to attach In the introduction, we raised the question of
after John visitedhigh thanafter John’s visit. why particular prosodic boundaries have the
However, highly similar clausal vs. nonclausapecific effects they do on the interpretation of
adjuncts were not distinguished in the first audsentences. The results of Experiment 2 sugge
tory experiment, Experiment 2. This is perhagbat variation in the sheer acoustic duration of ¢
not surprising. In the written study, readers mubpundary in the absence of tonal differences
supply their own prosody and syntactic weiglttoes not guide interpretation.
may influence how they prosodically phrased the However, the current results also argue
sentence. In the auditory study, however, the liggainst the view that particular phonological
tener was supplied with an actual prosodic—intbeundary types (IPh vs. ip) have invariant ef-
national structure and thus syntactic weight difects and against the view that boundaries have
ferences may have been minimized. strictly local effect independent of prior context.
What is surprising, from this perspective, imstead the results suggest that the interpretatio
the outcome of Experiment 5, an auditory study one prosodic boundary depends on the exis
where syntactic weight did matter. In Expertence and relative size of other prosodic bound-
ment 5, clausal adjuncts received more high aties in the sentence.
tachments than nonclausal ones regardless ofhe hypothesis we proposed may well char-
whether the adjunct was preceded by an intoaterize immediate, on-line effects of prosodic
tional phrase boundary. This may be becausébundaries. However, our experiments were de
Experiment 5 the contrast between clausal asigned simply to explore how the absolute or
nonclausal adjuncts was distinctly greater theglative sizes of prosodic boundaries constrair
in Experiments 1 and 2. In Experiments 1 andlt#& interpretation of utterances, not to addres
both clausal and nonclausal adjuncts were RRs question of the real-time nature of the use ©
and in both cases the object of the prepositiprosodic information. In fact, few techniques
was generally syntactically and thematicallyave been developed that allow researchers f
complex (multiphrasal). In Experiment 5 thanswer questions about the on-line use o
nonclausal adjuncts were typically bare NPsosody. Pynte and Prieur (1996) used a word
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detection technique to study early effects dfnct intonational patterns for 35 early closure
prosody on ambiguity resolution, but explicitlyutterances and 22 distinct patterns for 48 lats
argued that their data on the effects of prosodyosure utterances. Nevertheless, the bigge:
on word-detection reaction time could equallprosodic boundary in the speaker’s utteranc
well be interpreted in terms of on-line guidancgenerally corresponded to the largest syntacti
effects or effects involving quick revision of arbreak.
initial analysis. Marslen-Wilson, Tyler, Warren, The variability in production precludes an
Grenier, and Lee (1992), Warren, Grabe, amabsolute interpretation of any given type of
Nolan (1995), and Kjelgaard and Speer (1999rosodic boundary on the part of the perceiver
Experiments 3 and 4) used a cross-modal namut it does not prevent the perceiver from using
ing time task to avoid effects of off-line deliberthe prosodic structure the speaker encodes in tt
ation about the resolution of an ambiguity, andtterance. Schafer et al. presented the ambigt
Kjelgaard and Speer obtained closely compaus portion of the naturally produced utterance:
rable results using end-of-sentence judgmett listeners in a forced-choice task, removing
tasks and cross-modal naming times. Howevehe disambiguating syntactic continuation. For
just as in the case of Pynte and Prieur (199@jtterances in which the largest prosodic breal
the naming task could not resolve the locus @brresponded to the largest syntactic break, lis
the effect of prosody any more finely than to inteners were 85% correct in identifying the struc-
dicate that it must have operated shortly aftéure of the fragment, suggesting that listener:
the end of the ambiguously attached phraseould use the relative size of breaks to dis:
Techniques with finer temporal resolution arambiguate the utterance. Even in ambiguou
needed before we can explore the time coursembsody conditions, where the size of the break
assigning a prosodic analysis to an utteranbefore and aftesquarewere comparable, listen-
and using its consequences in interpreting tlees performed above chance (at roughly 65%
utterance. correct). This result shows clearly that listeners
In a study of natural speech productionyere also attending to information beyond rela-
Schafer et al. (2000) argued for a picture of th&ve break size, though at present it remains un
role of prosody in parsing that, like ours, emphalear what that information was.
sizes the importance of relative boundary size. The Schafer et al. results and the results re
They showed that speakers in a constrain@arted here reinforce each other. Even a singl
game situationnjove the Xmark clause bound- syntactic structure receives highly variable pro-
aries in interestingly consistent ways. For exsodic implementation. This variability precludes
ample, given the utterances in (11), 91% of theonstant interpretation of some particular bound
early closure utterances (like 11b) had a strongary type and precludes strictly local use of
prosodic boundary followingnoveghan follow- prosodic information. Instead it encourages the

ing square use of the full prosodic representation, as argue
11. a. When that moves the square it shoulyy Schafer (1997). With respect to prosodic
land in a good spot. boundaries, the focus of the present experiment
b. When that moves the square will enit entails that a given prosodic boundary may be
counter a cookie. more or less informative depending on the othe

Ninety-six percent of the late closure utterprosodic choices the speaker has made.
ances (11a) had a stronger prosodic boundarylet us consider in more detail why particular
after squarethan aftermoves However, there prosodic boundaries have the effect they do it
was also interesting variability within andour experiments as well as in Schafer et al
across speakers. A variety of pitch accenf2000). On our view, part of the answer reside:
phrase accent, and boundary tone combinatioimsthe grammar and part in the way the gramma
were used for the same syntactic structuris exploited by speakers to convey their inten-
Schafer et al. indicate that (considering phraséisns. We assume that listeners use their gran
like moves the squaia (11)) there were 25 dis- mar, including prosodic constraints, to assign &



PROSODIC BOUNDARIES 77

structure to a sentence. Therefore, if Structul&ies surrounding B in (12) However, one car
A of an ambiguous input requires a prosodigasily imagine that a more subtle articulation o
boundary after thenth word and Structure B the informativity hypothesis will ultimately be
does not allow a prosodic boundary after thaieeded, where the size of the boundary is a me
word, prosodic disambiguation should occur, agr of how big it is given how big the listener
argued by Nespor and Vogel (1986). Howevefyould expect it to be based on the local synta
in natural SpeeCh, there is considerable Variebf the input and the emphaticness of the
in the detailed prosodic structure observed forgapeaker, e.g., how the speaker is instantiatin
sentence, and we SUSpeCt that the CirCUmStan%mbiguous boundaries. What we think is be
in which strict grammatical disambiguation ocijnd the informativity hypothesis is whether a
curs may be more limited than current phonyoundary is bigger or smaller than expecte
logical theory envisions. given the speaker’s other decisions in formulat
ThrOUghOUt this paper, we have also assumqﬁb and producing an utterance.
that the prosodic hierarchy is part of the gram- Finally, we wish to emphasize that this view
mar. Therefore, an intonational phrase boundam no way presupposes that the Speaker is e
is larger than an intermediate phrase boundarm,icmy attempting to help the listener. The
which in turn is larger than the absence of gpeaker need only be self-consistent in choosir
prOSOdiC bOUndary. This too follows from theamong grammatica”y permissib]e Options_
grammar, in this case, directly from the gram- e are now in a position to address a naggin
matical definition of prosodic constituents. question that we have left dangling. Why are the
Turning to how speakers and their hearers e¥ffects established in the present studies s
ploit grammatical options, we have presentegmall? We think the answer comes in two parts
experimental evidence that optional boundarigsirst, we have investigated the effect of optiona
are interpreted in a context-dependent fashioBeundaries. By definition, the listener is choosing
As illustrated in (12), given an ambiguouspetween two grammatical analyses of a sentenc
phrase C that may be analyzed as part of the pigecause on either structure a prosodic bounda
ceding phrase B, as in (12a), or not, as in (12bjay but need not occur before the ambiguous a
the informativity of the boundary preceding Gunct clause. The listener is responding to the pa
depends on the size (phonological type) of thern of choices the speaker has made at choi
boundary before B. points where the grammar does not dictate a pa
ticular decision, not a prosodic structure that ren
ders one analysis of a sentence ungrammatic:
' A ' A _ Second, in the sentences investigated here (ap:

\ from Experiment 5), the adjuncts were always
B

Ay A

heavy, either clausal or complete functional cate
gories. Long or syntactically heavy constituents
will increase the probability that the prosodic
boundaries surrounding the heavy phrase are tri
gered by the internal properties of the phras
If the pre-C boundary is larger than the pre-Bather than by the relation of the phrase to th
boundary, this will encourage high attachmenéarger syntactic structure. This allows the listene
of C. If it is smaller, it will encourage low at-to justify the existence of an optional prosodic
tachment. Boundaries of equal size will not bboundary without assuming that the prosodic
informative to the listener concerning the inboundary signals closure of the preceding phras
tended attachment site for C. If our claims about relative boundary size are

We will eventually have to address the queslescriptively correct, the question arises why per
tion of the best way to specify size of boundargeivers would exploit the informative break hy-
To account for the present data, we may simppothesis. We think the answer is that listeners a
consider the phonological type of the boundsume that speakers are rational, in the sense

\
C
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being self-consistent: they will not capriciously Is the rational speaker hypothesis incompatible
mark one break as larger than another if they imith the other hypotheses considered above? W\
tend a structure or interpretation where thinink not. It is incompatible with strictly local use
smaller prosodic break corresponds to the largef isolated prosodic cues or context-independer
constituent structure boundary. To reflect this wase of boundary type. But it does not vitiate the
could rename the informative break hypothesiasights behind the other systems discussed in tt
therational speaker hypothesigiewed this way, introduction. It does suggest that none of them i
the hypothesis is potentially explanatory, thougsufficient on its own as a characterization of the
clearly in need of further development. role of prosody in sentence processing.

APPENDIX A: SENTENCES USED IN QUESTIONNAIRE EXPERIMENT 1

1. Susie learned that Bill telephoned after John visited.
Susie learned that Bill telephoned after John's visit.
2. Patrecorded whatever people said when Sally walked in the garden.
Pat recorded whatever people said during Sally’s walk in the garden.
3. Brian reported that Sam arrived before Tina returned.
Brian reported that Sam arrived before Tina’s return.
4. Emmon announced whatever the decision was immediately after the Dean arrived.
Emmon announced whatever the decision was right after the Dean’s arrival.
5. Ellen mentioned whatever was bothering her when Sarah visited.
Ellen mentioned whatever was bothering her during Sarah’s visit.
6. Tom discovered that Patty got sick when Lucy went to the Bahamas.
Tom discovered that Patty got sick during Lucy'’s trip to the Bahamas.
7. Freida remembered whatever she said when Tom was around.
Freida remembered whatever she said in Tom’s presence.
8. Felix recorded that the mayor made a commitment when the Governor was around.
Felix recorded that the major made a commitment in the Governor’s presence.
9. Sally expected that Sam would leave when Martha returned.
Sally expected that Sam would leave upon Martha’s return.
10. Lucy voted for whatever Max proposed when the department met.
Lucy voted for whatever Max proposed at a department meeting.
11. Melinda praised whatever Tony did when the grandparents were present.
Melinda praised whatever Tony did in the grandparent’s presence.
12. Martin maintained that the CEO lied when the investigation started.
Martin maintained that the CEO lied at the start of the investigation.
13. Patricia found out that Lawrence disappeared when the war broke out.
Patricia found out that Lawrence disappeared at the outbreak of the war.
14. Tom supported whatever Barbara recommended when a crisis was brewing.
Tom supported whatever Barbara recommended during any potential crisis.
15. Karl approved whatever Rodney suggested when long-term research was planned.
Karl approved whatever Rodney suggested during long-term research planning sessions.
16. Linda complained that the secretary was sick whenever an outside review was scheduled.
Linda complained that the secretary was sick during every scheduled outside review.

APPENDIX B: SENTENCES USED IN EXPERIMENT 2

Susie learned that Bill telephoned after John visited.

Sally learned that Pat telephoned after Tim’s visit.

Emmon reported that Sue arrived before Amy returned.

Brian reported that Sam arrived before Tina’s return.

Tom discovered that Patty got sick when Lucy went to the Bahamas.

Ann discovered that Ellen got sick during Sarah’s trip to the Bahamas.

Frieda recorded that the major made a commitment when the President was around.
Felix recorded that the mayor made a commitment in the Governor’s presence.

Sally expected that Sam would leave when Martha returned.

Lucy expected that Max would leave upon Tony'’s return.
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Melinda maintained that the Chairman lied when the guestioning started.

Martin maintained that the CEOQ lied at the start of the investigation.

Patricia found out that Lawrence disappeared when the war broke out.

Alicia found out that Terrence disappeared at the outbreak of the war.

Rodney complained that the bookkeeper was sick whenever an outside audit was scheduled.
Linda complained that the secretary was sick during every scheduled outside review.

APPENDIX C: SENTENCES USED IN EXPERIMENT 3

Susie learned that Bill telephoned after John visited.

Sally learned that Pat telephoned after Tim visited.

Emmon reported that Sue arrived before Amy returned.

Brian reported that Sam arrived before Tina returned.

Tom discovered that Patty got sick when Lucy went to the Bahamas.

Ann discovered that Ellen got sick when Sarah went to the Bahamas.

Frieda recorded that the major made a commitment when the President was around.
Felix recorded that the mayor made a commitment when the Governor was around.

Sally expected that Sam would leave when Martha returned.

Lucy expected that Max would leave when Tony returned.

Melinda maintained that the Chairman lied when the questioning started.

Martin maintained that the CEO lied when the investigation started.

Patricia found out that Lawrence disappeared when the war broke out.

Alicia found out that Terrence disappeared when the war broke out.

Rodney complained that the bookkeeper was sick whenever an outside audit was scheduled.
Linda complained that the secretary was sick whenever an outside review was scheduled.

APPENDIX D: SENTENCES USED IN EXPERIMENT 4

Susie learned that Bill telephoned after John visited.

Sally learned that Pat telephoned after Tim visited.

Emmon reported that Sue arrived before Amy returned.

Brian reported that Sam arrived before Tina returned.

Tom discovered that Patty got sick when Lucy went to the Bahamas.

Ann discovered that Ellen got sick when Sarah went to the Bahamas.

Frieda recorded that the major made a commitment when the President was around.
Felix recorded that the mayor made a commitment when the Governor was around.
Sally expected that Sam would leave when Martha returned.

Lucy expected that Max would leave when Tony returned.

Melinda maintained that the Chairman lied when the questioning started.

Martin maintained that the boss lied when the investigation started.

Patricia found out that Lawrence disappeared when the war broke out.

Alicia found out that Terrence disappeared when the war broke out.

Rodney complained that the bookkeeper was sick whenever an outside audit was scheduled.

Linda complained that the secretary was sick whenever an outside review was scheduled.

APPENDIX E: SENTENCES USED IN EXPERIMENT 5

la,d. Susie learned that Bill telephoned last night.

1b, e. Susie learned that Bill telephoned extremely late last night.
lc,f. Susie learned that Bill telephoned after John visited.

2a,d. Sally discovered Pat telephoned on Friday.

2b, e. Sally discovered Pat telephoned early on Friday.

2c,f. Sally discovered Pat telephoned when Susie arrived.

3a,d. Emmon reported Sam arrived today.

3b, e. Emmon reported Sam arrived very early today.

3c, f. Emmon reported Sam arrived before Amy returned.

4a,d. Brian concluded Tim had arrived this morning.

4b, e. Brian concluded Tim had arrived around seven this morning.
4c, f.  Brian concluded Tim had arrived after Tina got angry.

5a, d. Tom discovered that Bill got sick today.

5b, e. Tom discovered that Bill got sick very early today.
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5c, f. Tom discovered that Bill got sick after Sarah called up.
6a,d. Frieda recorded that the major made a commitment this week.
6b, e. Frieda recorded that the major made a commitment the week of Ivanov’s visit.
6¢c, f. Frieda recorded that the major made a commitment when he met with the President.
7a,d. Felix found out the mayor received a bribe yesterday.
7b, e. Felix found out the mayor received a bribe the day of the Governor’s call.
7c, f.  Felix found out the mayor received a bribe right after the Governor left.
8a,d. Ann learned Patty was ill today.
8b, e. Ann learned Patty was ill in the middle of the day.
8c, f. Ann learned Patty was ill when Timothy was away.
9a,d. Sally began to expect Sam would leave in June.
9b, e. Sally began to expect Sam would leave midway through July.
9c, f. Sally began to expect Sam would leave when Marie showed up.
10a, d. Lucy expected Mark would give up last fall.
10b, e. Lucy expected Mark would give up starting late last autumn.
10c, f.  Lucy expected Mark would give up before Tony returned.
11a,d. Melinda maintained the Chairman lied today.
11b, e. Melinda maintained the Chairman lied in the press conference today.
11c,f. Melinda maintained the Chairman lied when the press conference started.
12a,d. Martin maintained the CEO evaded the issue yesterday.
12b, e. Martin maintained the CEO evaded the issue the day of the investigation.
12¢,f. Martin maintained the CEO evaded the issue when the investigation began.
13a, d. Patricia found out Laurence disappeared today.
13b, e. Patricia found out Laurence disappeared the day of the strike.
13c, f. Patricia found out Laurence disappeared when the war broke out.
14a, d. Alicia found out Terrence left Sunday.
14b, e. Alicia found out Terrence left very early Sunday.
14c, f.  Alicia found out Terrence left when Carmelina called.
15a, d. Rodney complained that the bookkeeper cheated last year.
15b, e. Rodney complained that the bookkeeper cheated the year of the audit.
15¢c, f. Rodney complained that the bookkeeper cheated when the audit took place.
16a, d. Linda complained that the boss was mean today.
16b, e. Linda complained that the boss was mean from morning until night.
16c, f. Linda complained that the boss was mean when the auditors came.
17a,d. Carolyn complained that the babysitter was cranky last night.
17b, e. Carolyn complained that the babysitter was cranky the night of the party.
17c,f. Carolyn complained that the babysitter was cranky when the kids were tired.
18a, d. Jason concluded Tom went skiing last week.
18b, e. Jason concluded Tom went skiing the week of finals.
18c, f. Jason concluded Tom went skiing when class was over.
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