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Universität Hamburg
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Task 7.1 Multi-Layer Perceptron with programming errors

Given data {~xα, yα}, α = 1, . . . , 10000. Let the components of the input vectors ~xα ∈ IR5 be from
within the interval [0, 100]. The outputs yα ∈ IR are within an interval [0, 10] and have been produced
by an unknown function with noise. The task is to train an MLP that approximates the function as
well as possible.

Correct the errors in the following sketch of a solution and do necessary completions.

Proposed solution:

Definition of the network architecture: 5 inputs (layer 0), 3 hidden neurons (layer 1), 1 output neuron
(layer 2). One bias neuron with activation ”-1”, which is connected with all neurons. Initialisation of all

weights wλλ−1
ij with random values in the interval [0,1]

BEGIN {iterate}

all temporary weights: ∆wλλ−1
ij = 0

training error: Etrain = 0

BEGIN {for each data point}

activations of input neurons i: S0
i = xαi

for layers λ=1 and then λ=2: Sλi = 1/(1 + exp(−
∑
j w

λλ−1
ij Sλ−1

j ))

in layer λ=2 for neuron i: δλi = Sλi · (1− Sλi ) · (yα − Sλi )2

for layer λ=1: δλ−1
j = Sλ−1

j · (1− Sλ−1
j ) ·

∑
i δ
λ
i w

λλ−1
ij

for layers λ=1 und λ=2: ∆wλλ−1
ij = ∆wλλ−1

ij + δλi S
λ−1
j

with i=1, λ=2: Etrain = Etrain + (yα − Sλi )

END {for each data point}

for layers λ=1 and λ=2: wλλ−1
ij = wλλ−1

ij + ∆wλλ−1
ij

END {iterate} STOP IF {Etrain = 0}

— see reverse —



Task 7.2 Derivation of the transfer function

The logistic function is:

f(x) =
1

1 + e−βx

Show that ∂f(x)
∂x = βf(x) · (1−f(x)). How does the implementation of the backpropagation algorithm

benefit from this differential equation?

Consider the following transfer function:

g(x) =
1

2
(tanh(

β

2
x) + 1)

Plot both functions, f(x) and g(x). How do they differ? Does g(x) have the same differential equation
as f(x)?

Task 7.3 MLP and XOR-problem

Given a multi-layer perceptron with input, hidden and output layer. How many neurons in the hidden
layer are needed to classify the XOR data correctly, and how many are required for the AND data?

To solve the exercise practically, there is the Python code of an MLP (mlp.py) on the website of the
Marsland book in “Chapter 3”:
http://seat.massey.ac.nz/personal/s.r.marsland/MLBook.html

Use the demo of the MLP on logistic functions (logic.py).


