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ABSTRACT 
 
The importance of accurate estimation of student’s future 
performance is essential in order to provide the student 
with adequate assistance in the learning process.  To this 
end, this research aimed at investigating the use of 
Bayesian networks for predicting performance of a 
student, based on values of some identified attributes.   
We presented empirical experiments on the prediction of 
performance with a data set of high school students 
containing 8 attributes.  The paper demonstrates an 
application of the Bayesian approach in the field of 
education and shows that the Bayesian network classifier 
has a potential to be used as a tool for prediction of 
student performance.   
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1. Introduction 
 
1.1. Statement of Purpose 
 
Accurate prediction of student performance is helpful in 
order to provide a student with the necessary assistance in 
the learning process.  However, in a manual set up, it is 
usually difficult to come up with rule sets  that are needed 
to predict performance. Hence we need to look for readily 
capable methods for dealing with the task.  

 
This research has looked specifically at personal, social 
and cultural features that may be used in automatic 
prediction of performance. In this connection, there have 
been a number  of  research  studies  published in the 
literature[1-5], which attempt to explain features and 
related factors for low performance of students. They 
identify elements that intervene with educational goals 
namely: teaching/learning strategy (system causal factor), 
parents (family causal factors), teachers (academic causal 
factor), and students (personal causal factor).  In Ethiopia, 
for instance, some factors for  low performance of 
students that are related to these causal factors are: 
difficulty to understand the English language which is the  

 
 
 
medium of instruction[ 6], individual personalities such as 
lack of motivation, introvert personalities and lack of self  
confidence which results in fear of students to ask 
questions in class, [6,7,8,9], and lack of assistance by 
instructors to students due mainly to heavy teaching loads 
[10].   
 
It is obviously impossible to know everything about a 
student.  Therefore, it becomes necessary to choose the 
most relevant and useful information about a student that 
may influence performance. 
 
From the foregoing, the following research questions 
provided the specific focus of our study. (i) What are the 
major/strong attributes that may intervene with 
performance? (ii) What is the technique for acquiring 
values for those identified attributes? (iii) How can we 
automatically predict performance based on those 
values?.  
 
Practically, it is often difficult to model the exact values 
of attributes of a student with respect to some attributes. 
Thus, the procedure may include too much uncertainty. If 
those attributes are  uncertain, then this uncertainty will 
transfer to the prediction, which may also result in poorly 
adapted classification of performance. The Bayesian 
approach was employed to tackle this problem since it 
was found to be a clear and manageable language for 
expressing what we are certain and uncertain about.[11]  
 
With the goal of predicting performance, the specific aims 
of the research work were (i) to identify major attributes 
which help to effectively predict performance; (ii) to 
develop an instrument for measuring those attributes; (iii) 
to investigate the application of belief network tools in 
classifying students into categories of performance. 
 
This paper makes four main contributions. (i) it 
demonstrates that Belief networks can be applied to 
predict student performance. (ii) it demonstrates a new 
application of the Bayesian approach in the field of 
education;  (iii) the output of the study may be used as a 
benchmark for educationalists and others interested  in the  



 

area to predict student performance in various subjects 
(iv) the outcomes of the research are helpful to further 
extend the functionality of the student model component 
of an intelligent tutoring system. i.e. the student model 
may additionally contain aspects of the social and 
personal attributes as well as the predicted performance of 
the student.  
 
Subsequent sections of this paper contain a brief overview 
of the Bayesian network classifiers, related works  
methodology adopted,  our experimental work, 
conclusions and future work. 
 
1.2.  Bayesian Network Classifiers 
 
1.2.1.  General 
 
One of the fundamental problems in machine learning, 
data analysis, and pattern recognition is classification of 
observed instances into predetermined categories of 
classes.  For example, students could be classified into 
categories according to their performance. In this case the 
categories will be Above Satisfactory, Below Satisfactory 
and Satisfactory. 
 
 Classification problems have been widely studied in 
statistics and artificial intelligence(AI) and a variety of 
different classification approaches have been developed.  
Some of the most popular approaches used in AI include 
decision trees,[13], neural networks [14], genetic 
algorithms [15] and Bayesian network classifiers [16].  
The theories and concepts of Bayesian Networks were 
invented by Judea Pearl in the 1980s [17]. 
 
1.2.2. Bayesian Networks 
 
General Bayesian network classifiers are known as 
Bayesian networks, belief networks or causal probabilistic 
networks. [17,18]. They draw their roots from a branch of 
probability and statistics known as decision theory[19], 
which involves the theory of how to minimize risk and 
loss when making decisions based on uncertain 
information.  Moreover, given that quite often data can 
not be classified with deterministic correct certainty, and 
associated with every classification problem is a risk/loss 
function that indicates the severity of an incorrect 
classification, Bayesian learning involves the process of 
calculating the most probable hypothesis that would 
correctly classify an object or piece of data, based on 
Baye’s rule.  Some attractive aspects of Bayesian learning 
include: each training vector can be used to update 
probability distributions which in turn affect the 
probability that a given hypothesis is true; provides more 
flexibility in that a hypothesis does not get completely 
ruled out from few examples; and prior knowledge can be 
easily implemented in the form of prior probability 
distributions[19]. 
 

The structure of a Bayesian network is a graphical 
illustration of the interactions among the set of variables 
that it models.  It consists of  a directed acyclic graph  and 
conditional probability distributions associated with the 
vertices of the graph.  The directed acyclic graph 
represents the structure of the application domain. Nodes 
which are usually drawn as circles or ovals, represent 
random variables and arcs represent direct probabilistic 
dependencies among them. [20,21]. With every vertex is 
associated a table of conditional probabilities of the vertex 
given each state of its parents.  We denote the conditional 
probability table using the notation P(xi|par(xi)), where 
lower case xi denotes values of the corresponding random 
variable Xi  and par(xi) denotes a state of the parents of 
Xi. The graph together with the conditional probability 
tables define the joint probability distribution contained in 
the data.   

 
Figure 1: A Bayesian Network 

 
Using the probabilistic chain rule, the joint distribution 
can be written in the product form: 

P(x1,x2,x3,…) =∏ P(xi|par(xi)) 
  
Where the product goes from i=1 upto n and n is the 
number of vertices in the graph.   
 
An example of a simple Bayesian network is given in 
figure 1.  The corresponding joint probability distribution  
for the figure can be written in the form : 

 P(a,b,c) = P(a|b,c) P(b|c)P(c). 
 
In a Bayesian network all variables are treated in the same 
way and any one can be regarded as the class variable  
Classification. A Bayesian network classifier involves 
performing probabilistic inference on the Bayesian 
network using one of the available probabilistic inference 
algorithms. [22,23,24]. 
  
1.3.   Related Works 
 
During the past decade, Bayesian networks have gained 
popularity in AI as a means of representing and reasoning 
with uncertain knowledge. To this end, there is a good 
deal of research work in the application of the Bayesian 
network[25-30].  
 
More domain specific works have focused on 
probabilistic student models. Andes Intelligent Tutoring 
System for Physics [31] uses a belief network to represent 
alternate plans that may be used to solve physics 
problems. Student actions are analyzed to update the 
probabilities of the respective plans.  Vanlehn[32,33] 
presented an On-Line assessment of Expertise(OLAE) 



 

that collects data from student solving problems in 
introductory college physics and analyzes the data with 
probabilistic methods that determine what knowledge the 
student is using and presents the results of the analysis.  
For each problem, the system automatically creates a 
Bayesian net that relates knowledge represented as first-
order rules, to particular actions, such as written 
questions.  Using the resulting Bayesian network, OLAE 
observes a student’s behavior and computes the 
probabilities of the level of knowledge of the student and 
accurate use of rules. 
  
The research presented by Murray[34] inferred a student 
model from performance data using a Bayesian belief 
network. The belief network modeled the relationship 
between knowledge and performance for either test items 
or task actions. The measure of how well a student knows 
a skill is represented as a probability distribution over 
skill levels. Questions or expected actions are classified 
according to the same categories by the expected 
difficulty of answering them correctly or selecting the 
correct action. 
 
The research presented in this paper is different from 
what is already presented in the literature, in that it does 
not use the domain knowledge to determine the level of 
performance, rather it uses other social and personal 
attributes to predict performance by employing Bayesian 
network modeling technique. 
 
2.  Methodology 

2.1.  Identification and Measurement of  Attributes 
 
For the purpose of our experiment, mathematics was 
taken as the subject area.  This was mainly because of  
familiarity of the researchers with the subject.  
 
In order to select the relevant attributes which predict 
performance, a list of potential attributes were identified 
from discussion with colleagues, expert opinion and 
review of literature.  These attributes were then 
distributed to about 40 individuals to collect their opinion 
on the relevancy of each. Based on the collected 
information, the eight selected attributes for the purpose 
of this experiment were gender, group work attitude, 
interest for mathematics, achievement motivation, self 
confidence , shyness, English performance and 
mathematics performance..  
 
The test subjects were students of one senior high school 
in Addis Ababa who were in their last year of preparatory 
program to join higher learning institutions. Data on  
gender,  English performance and mathematics 
performance were collected from record office of the 
school. Questionnaires for measuring the other attributes 
were developed in consultation with psychologists and 
from the available literature. Two consecutive pilot 

surveys containing 96 items were carried out before the 
final questionnaire was developed. Likert scale[35] was 
adopted to register the extent of agreement or 
disagreement with a particular item in the questionnaire. 
In the second pilot survey, the items for measuring each 
attribute were found to be reliable with coefficient of 
alpha > 0.77. In the final questionnaire, there were a total 
of 75 items included where each of the attributes was 
measured by 15 items Some lie detector statements were 
also included in order to check  seriousness of the 
students in filling out the questionnaire.   
 
The minimum sample size required was determined with 
respect to the probability of the rare event. For example, 
getting a high value for all the personality values is 
considered to be a rare event. From the pilot survey, the 
probability of getting a student with high achievement 
motivation was the least (4/64). Therefore, this probability 
was used to  calculate the minimum sample size, which 
was 504.  A total of 571 data records were collected in the 
final survey.  Before the records were used for the 
experiment a careful examination of each questionnaire 
was done.  Questionnaires which had more than half of the 
lie detector statements answered positively were 
disregarded. A total of 514 data records were finally used 
for the experiment.   
 
2.2.  Data Preparation 
 
The bulk of the effort was invested in assembling and 
integrating the data and in preparing distinct files for 
training dataset and test dataset. Typographical errors in 
the data were avoided because each value of the attribute 
was generated using a statistical package.  
 
For the purpose of testing the applicability of  five scale 
options for making the possible categories of the identified 
variables, the mean within three standard deviation and, 
two standard deviation were calculated.  In both cases the 
number of students at the extremes were found 
insignificant or almost null.  Thus a three scale option (the 
mean within one standard deviation) has been considered.  
 
The possible categories(outcomes) given for each variable 
were, therefore, gender(male, female); group work 
attitude(positive, indifferent, negative); interest for 
math(interested, indifferent, uninterested); achievement 
motivation (high, medium, low); self confidence (high, 
medium, low);  shyness (extrovert, medium, introvert); 
English performance (above satisfactory, satisfactory, 
below satisfactory) and mathematics performance (above 
satisfactory, satisfactory, below satisfactory).  Values of 
the attributes. above mean plus standard deviation (> +s) 
were put in high valued category, between mean minus 
standard deviation and mean plus standard deviation[ -s, 

+s] were put in the average category  and  below  mean  



 

minus  standard deviation (< -s) were put in the low 
valued category.   
 
Based on these category values, the attributes in each data 
record were changed to their respective qualitative 
information. The observed 514 data records were ordered 
in such a way that math performance is a function of 
gender, group work attitude, interest for mathematics, 
achievement motivation, self confidence, shyness and 
English performance.  
 
An attempt was made to extract the confusions in the 
actual data records.  This means the data records were 
extracted  which have the same values for all the seven 
attributes but a different category for math performance. A 
total of 54 such errors were observed, which makes 10%.  
Thus the maximum degree of accuracy in predicting 
performance of a student was  90%. 
 
3.  Experimental work and results 
 
3.1.  Belief Network Modeling 
 
The belief network modeling software employed for the 
purpose of the experiment was the Bayesian Network in 
Java software package [36].   
 
A percentage split was used to partition the dataset into 
training and test data. Since experimental results may be 
influenced by the selection of the test and training sets, 
several experiments were carried out by splitting the data 
into 2, 3, 5 and then 10 partitions. For instance, if we take 
the data partition of 3, each partition in turn was used for 
testing while the remainder was used for training.  This 
process repeats three times and at the end, every instance 
has been used exactly once for testing.  Finally, the average 
result of the 3 fold cross validation was considered. The 
following illustrates one of the Bayesian networks  learned 
during the experiment.  

 
                Figure 2 : Belief network modeling 
 
Each node was described by a probability distribution 
conditional on its direct predecessors. Nodes with no 
predecessors are described by prior probability 
distributions. For example, node attitude in the network 
was described by the prior probability distribution over its 

three outcomes: Positive, Indifferent and Negative.   The 
other nodes were described by a probability distribution 
over their outcomes (eg. Above Satisfactory, Satisfactory, 
Below Satisfactory for math performance) conditional on 
the outcomes of their predecessor. By observing values of 
attributes, captured from the model, we can compute the 
probability of performance .i.e  

P(math performance | gender, group work attitude,   
interest for math, achievement motivation, self 
confidence, shyness, English performance). 

 
During the experiment, in order to test the performance of 
each of the learned network, first the test data records 
were saved as text file without the  value of the math 
performance.  This file was then used to see the prediction 
performance of the model.  A Java program was written 
to parse each of the test data records into the respective 
values of gender, group work attitude, interest for math, 
achievement motivation, self confidence, shyness and 
English performance. The classes and methods in the 
Bayesian network tool in Java particularly, the Logic 
Sampling algorithm, was used for the purpose of 
assessing the prediction performance. Once the program 
loaded the corresponding learned network, the parsed 
information of each record was fed into the graph as 
evidence values.   The program after consulting the model 
based on the evidence values, evaluated the probability 
values assigned for the three categories of math 
performance. It then took the performance category 
having the maximum probability value.  The program 
then wrote this value for the corresponding record.   
 
Upon completion of the prediction, the program compared 
the predicted performance category with that of the 
observed categories in the original file.  For instance, an 
example of the confusion matrix that resulted from the 3 
fold cross validation is shown below.    
 

classified as 
 Below 

Satisfactory 
Satisfactory Above 

Satisfactory 
Total 
No. 

Below_ 83 19 5 107 
Satisfactory 23 14 4 41 
Above_ 4 7 13 24 
          Table 1: Output of the 3 fold cross validation. 
 
The confusion matrix depicts that out of the total records 
provided to the program, about 64% of the records were 
classified correctly. A closer look showed us that 78% of 
the below satisfactory performance category was correctly 
classified, only 34% of the satisfactory performance 
category was correctly classified and 54.2% of the above 
satisfactory performance Category is correctly classified.  
Students’ negligence to show their true feelings for some 
of the items in the questionnaire and the sample size used 
may be attributed to the prediction errors. 
 
Moreover, as observed in the confusion matrix, the 
chance of  classification of a below performance category 



 

student into a high performer, which may be the most 
dangerous in the learning process is only 0.046.  
 
In relation to the relevance of the attributes to the 
prediction of performance, the Random search algorithm 
in the Weka data mining tool[37] revealed that gender, 
interest for math and English performance are the most 
relevant for prediction of performance while all the other 
search algorithms revealed that only interest for math and 
English performance are the most relevant attributes.  
 
3.2.   Individual Performance Prediction 
 
The best learned network which yielded the minimum 
prediction error was used to classify a new student to one 
of the three math performance categories. A java program 
was written in order to automatically analyze the values 
of the seven attributes and consult the Bayesian network 
graph to predict the category of performance.  The 75 
questions from the already developed questionnaire items  
were entered in the computer. For the purpose of 
qualifying the numerical values of the attributes, the 
summary values (mean and standard deviation) obtained 
from the empirical data were also used in the program. 
The features of the interface developed are described 
below.  
 
When a new student starts the system, he/she will be 
asked to enter name, id, gender and English fluency as 
depicted in the following screen shot. (figure 3). 
 

          Figure 3: student enters here general information 
 
 After the student fills in those data, another screen is 
displayed (figure 4) where the student fills in his/her 
extent of agreement for statements to the 75 statements..   
 
From the question answering session of the program, the 
response of the students for each item was scored by the 
program. Based on the scores of each item, the system 
automatically calculates the values of each of the 
attributes. 
 
The program then consults the belief network tool for the 
probability of the student having above satisfactory, 
below satisfactory or satisfactory performance. The 
system takes the category with the higher probability and 
stores the information  along with values of the other 
attributes. 

Figure 4 : student indicates here extent of agreement 
 
4.  Conclusions and Future Work 
 
In examining the problem of prediction of performance, 
we have found that it is possible to automatically predict 
students‘ performance. Moreover by using an extensible 
classification formalism such as Bayesian networks,  it 
becomes possible to easily and uniformly integrate such 
knowledge into the learning task. Our experiments also 
show the need for methods aimed at predicting 
performance and exploring more learning algorithms.  
 
We plan to test the prediction performance of the model 
in a real world experiment where students are given tests 
and to compare their performance against the prediction 
of our system.  It is believed that, if put to practice, this 
individualized performance prediction will help the 
teacher a lot in giving the necessary assistance to a 
student.   
 
Further experiments are also being carried out to 
recommend student clusters based on the predicted 
performance. While the existing clustering algorithms are 
based on similarity checking, we plan to explore on 
difference checking so that automatic composition of 
groups with  heterogeneous nature will be possible. 
 
Finally we are also interested in including performance 
prediction into the student model component of an 
Intelligent tutoring system, i.e we plan to experiment on 
extending the functionality of the student model so that it 
is able to propose clusters of students by using an 
incremental algorithm that does not require the whole data 
set in advance.  
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Roll No.: 

Name : 

Gender: Female
 

English Performance: Satisfactory
 

Go
 

Cancel
 

1. Group work is fun  
---Agree ---to some extent ---Disagree 

2. I like challenging questions 
----Agree ---to some extent ---Disagree 

3. I do not like to do math in my free time 
---Agree ---to some extent ---Disagree 

 Cancel
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